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  Abstract—: The concept of multi-focus image fusion is used to combine multiple images with different 
objects in focus to obtain all the objects in focus and for better information in a scene. But the challenge is 
to how evaluate the information of the input images with better quality of image. In order to provide 
solution of this problem, a new criterion is proposed to give better quality of image using PCA, by de-
noising and bilateral gradient based sharpness criterion that is evaluated using the gradient information 
of the images. Then the proposed method is further exploited to perform weighted aggregation of multi-
focus images.  The experimental results show that the proposed method is better than the other method in 
terms of quality matrices like Mutual information, spatial frequency and Average difference. 

Keywords:  Image fusion, Gradient Sharpness, PCA. 

I. INTRODUCTION  

 The images are the real description of objects. When the images are taken from camera there are some 
limitations of a camera system. One of which is the limitation of depth of focus. Due to this an image cannot be 
captured in a way that all of its objects are well focused. Only the objects of the image with in the depth of field 
of camera are focused and the remaining will be blurred. To get an image well focused everywhere, we need to 
fuse the images taken from the same view point with different focus settings. The term image fusion is used for 
practical methods of merging images from various sensors to provide a composite image which could be used to 
better identify natural and manmade objects. In the recent research works the researchers have used various 
techniques for multi-resolution image fusion. Multi-focus problem is when the objects of the image cannot be in 
focus at the same time due to the limited depth-of-focus of optical lenses in devices. The aim of multi-focus 
images fusion is to achieve all objects in focus by combining a few of images of different focus and to keep 
details as more possible. The key challenge of multi-focus image fusion is how to evaluate the blurriness of each 
image and then select information from the most informative (sharp) image. 

II. PROBLEM FORMULATION 

For an image fusion, there is a simple and effective method that is to perform a simple normalized 
aggregation of the images, which can be mathematically given by  

S(r, c) =  
 ଵே ∑ ܺேୀଵ ሺݎ, ܿሻ                (1) 

Where N is the set of images X1, X2…Xn and S(r, c) is the fused image [1]. But the problem with the above 
simple normalized aggregation of images is that it treats all the information content as same within the images 
.And due to  
this, the important image regions, which yield more detailed information (edge or high-frequency) and are more 
informative, are treated same and not differently than unimportant regions. To overcome this problem, a 
normalized weighted aggregation approach to image fusion can be used. It can be mathematically expressed as 

F(r, c) =   
∑ ሺ,ሻூሺ,ሻಿసభ∑ ሺ,ሻಿసభ           (2) 

Where ܭ(r, c) is the weight assigned to information content at (r, c) in the nth image. The weighing scheme 
should be sensitive to the blurriness of images, as the due to out of focus the image got blur. 
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III. EXISTING SHARPNESS CRITERIONS 

In this section the existing sharpness criterions have been provided. The amount of high-frequency 
information (corresponding to edge information in images) is usually used as the basis to measure the degree of 
image's blur, because the degree of de-focus varies inversely with the amount of high spatial frequency energy 
present in the spatial frequency spectrum [2]. So we can say, the image that will be well focused, that image will 
be sharper and will be having higher frequency content than those that are blurred. In the following analysis, 
denote X(r, c) be the intensity value at the position (r, c) of the image X. 

A. Energy of image gradient 

 For an M×N block of the image, it is measured as [3]. 

 ܵாீ=∑ ∑ ሺܺଶ  ܺଶሻ                      (3) 

Where Xr and Xc represent image gradients at the row and column directions, respectively. They are usually 
defined as 

Xr = X(r+1, c) −X(r, c)  

and  Xc= X(r, c+1) −X(r, c). 

B. Tenenbaum 

For an M×N block of the image, it is measured as [3]   

 ்ܵேீ = ∑ ∑ ሺܺሺݎ, ܿሻሻଶ                           (4) 

Where ܺሺݎ, ܿሻ = ඥܺଶ  ܺଶ  

in which Xr and Xc are gradients (obtained using Sobel operators) along the row and column directions, 
respectively. 

C. Phase coherence model 

 It is consistent to the perceptual significance of the image, and as in [4], it can be determined at a particular 
position (r, c) as ܵெሺݎ, ܿሻ= 

ଵଶ ∑ |݄ሺݎ, ܿ, ሻߠ sinሺߠሻሻଶ  ݄ሺݎ, ܿ, ሻߠ cosሺߠሻሻଶ|ఏ   

    +
ଵଶ ඥ4ሺ∑ ሺ݄ሺݎ, ܿ, ሻߠ sinሺߠሻ ݄ሺݎ, ܿ, ሻߠ cosሺߠሻሻఏ ሻሻଶ  

      ∑ ሾሺ݄ሺݎ, ܿ, ሻߠ cosሺߠሻሻଶ െ ݄ሺݎ, ܿ, ሻߠ sinሺߠሻሻଶሿଶఏ  

        (5) 
Where 

h (r, c, θ) = 
∑ ௐሺ,,ఏሻ|ሺ,,ఏሻ∆ఝሺ,,ఏሻ| ∑ ሺ,,ఏሻାஞ     and           (6)  ∆߮ሺݎ, ܿ, ,ݎሻ = cos (߮ሺ ߠ ܿ, ሻߠ െ ߮തതതതሺݎ, ܿ, ,ݎሻሻ|sinሺ߮ሺߠ ܿ, ሻߠ െ ߮തതതതሺݎ, ܿ,  ሻ|          (7)ߠ

 in which W represents the frequency spread weighting factor, An and φn represent the amplitude and phase at 
the wavelet scale n, respectively, ߮തതതത represents the weighted mean phase, ξ is a small constant used to avoid the 
division by zero. All of these parameters are as same as that used in [5]. 

D. Bilateral gradient based sharpness criterion 

This approach exploits a bilateral sharpness criterion to adaptively perform image fusion by selecting most 
informative (sharp) information from the input images [1]. It is given by 

 ܵௌ = ܣఈሺݎ, ܿሻܲఉሺݎ, ܿሻ                 (8) 

Where α and β are to adjust the contribution.  
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IV. PROPOSED ALGORITHM 

1) Read the two gray with different focus. 
2) Compute the size of images and calculate the number of pixels in the images. 
3) Remove the noise from input images, in order to avoid errors. As the noise could be the reason for 

miscalculation of sharpness value. 
4) Set parameters l, m and n to adjust the contribution of the criterions used in the algorithm. To get good 

performance, these parameters have been set. For different images l, m and n can be adjusted 
accordingly. The setting might not be globally optimal. 

5) Calculate the gradient covariance matrix CM for an  image X(r, c)  [6] ,that is expressed below 

CM=                    (9)   

Where Xr (r, c) and Xc (r, c) represent image's gradient at the row and column directions of the image. 
6) Decompose the gradient covariance matrix of the input image A and input image B 

 

CM=VD =                                      (10) 

Where V represent 2×2 matrix whose column vectors are eigenvectors v1 and v2. D is a 2×2 diagonal 
matrices whose diagonal elements are eignvalues where (   that corresponds to 
eigenvectors v1 and v2 respectively and T is the transpose. 

7) The geometrical structure at a pixel in an image can be described by the eigenvalues λ1 and λ2 of the 
above gradient covariance matrix [7]. Let ST to measure strength of the image’s gradient for input 
images, given as 

ST = -               (11)  

8)  Let PH to measure phase coherence of the image’s gradient of input images, given as 

PH = -cos (θ (r, c)- (r, c)                       (12) 

Where (r, c) is the phase information at position (r, c) determined by the principal eigenvector v1 
associated with largest eigenvalues  defined as in (10) and (r, c) is the average of phases of the 
neighbouring positions. 

9) Calculate the covariance matrix taking two column vectors from input image. The diagonal elements of 
the 2x2 covariance vector would contain the variance of each column vector with itself. Now calculate 
the Eigen values and the Eigen vectors of the covariance matrix [8]. After that normalize the column 
vector corresponding to the larger Eigen values by dividing each element with mean of the Eigen vector, 
to obtain the components of PCA. 

10) Fuse the images using the steps 7, 8 and 9 jointly. 

Proposed method = + PCA+                 (13)   

 

(a) 

Sukhdip Kaur et al. / International Journal of Computer Science Engineering (IJCSE)

ISSN : 2319-7323 Vol. 1 No.02 November 2012 122



 
(b) 

 
(c) 

Fig. 1. Three sets of test images: (a) Clock, (b) Plane and (c) Boxes. 

 
(a) 

 
(b) (c) 

Fig. 2. A comparison of fused images (Clock) using two methods: (a) two source images; (b) and (c) are results obtained using criterions 
defined in (8) and by proposed method in (13) 
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(a) 

 
(b)(c) 

Fig. 3. A comparison of fused images (Plane) using two methods: (a) two source images; (b) and (c) are results obtained using criterions 
defined in (8) and by proposed method in (13) 

 
(a) 

 
(b)(c) 

Fig. 4. A comparison of fused images (Box) using different methods: (a) two source images; (b) and (c) are results obtained using criterions 
defined in (8) and by proposed method in (13) 

V. EXPERIMENTAL RESULTS 

Some experiments have been performed to compare the performance of the method (13) with other criterion 
(8), using the weighting scheme of (2) to perform image fusion. The first experiment is to conduct image fusion 
using three sets of images with different focus levels: 256×256 Clock, 256×256 Plane, and 256×256 Boxes, as 
shown in Fig. 1. The comparison of various fused images is presented in Figs. 2–4, respectively. One can see 
that the fused images obtained using the proposed method yield better image quality than that of the other 
approach. Three metrics have been used to evaluate the quality and quantity of fused image that are: i) mutual 
information metric [9]  ii) spatial frequency metric [10] and iii) Average difference [11] , where larger metrics 
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values indicate better image quality for (i) and (ii), But lower value for (iii) average difference gives clean 
image. The objective performance comparisons are presented in Tables 1, 2 and 3, where one can see that the 
proposed approach always outperforms than other conventional criterion by producing the better objective 
performance. 

TABLE I.  MUTUAL INFORMATION PERFORMANCE 

Method 
IMAGES 

Clock Plane Box 

Bilateral              8.49 7.66 7.55 

Proposed              9.59 8.32 8.04 

 
TABLE II.  SPATIAL FREQUENCY PERFORMANCE 

Method 
IMAGES 

Clock Plane Box 

Bilateral 14.22       10.46      16.45 

Proposed 21.88       13.18      19.39 

 
TABLE III.  AVERAGE DIFFERENCE PERFORMANCE 

Method 
IMAGES 

Clock Plane Box 

Bilateral 0.65       -0.19      0.23 

Proposed -0.27       -1.32    -2.47 

VI. CONCLUSION 

A multi-focus image fusion approach using a new sharpness criterion that depends on statistics of image's 
gradient information with de-noising and PCA is proposed in this paper. The noise has been removed using the 
adaptive filtering approach. The proposed sharpness criterion outperforms bilateral sharpness criterions, as 
verified in our extensive experiments using three sets of test images under three objective metrics. There are a 
few directions for future research. First, the proposed approach is conducted using new fusion rules in order to 
provide better quality and more information of image fusion. Second, the proposed method can be used for more 
than two input images.  
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