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Fig 3: RC FILE TABLE STRUCTURE       Src : [4] 

3. A row group contains three sections. The first section is a sync marker that is placed in the beginning of 
the row group. The sync marker is mainly used to separate two continuous row groups in an HDFS block. 
The second section is a Metadata header for the row group. The third section is the table data section that 
is actually a column-store [4]. 
 

3.3 Trojan Layout 

The core idea of per-replica Trojan Layout is to first create query groups and then create column groups for each 
query group separately [1]. This serves two purposes:  

(i). Instead of creating a single layout for the entire workload, create multiple layouts; each specialized for a part 
of the workload. 

(ii). Query grouping can significantly decrease the number of referenced attributes for each query group reduces 
the complexity of our column grouping store.  

 

 

Fig 4:  TROJAN LAYOUT COLUMN GROUPING Src: [11] 

Implementation of a variant of HDFS, called Trojan HDFS, to introduce per-replica Trojan Layouts into HDFS. 
Trojan HDFS differs from HDFS in two aspects: 

 The name node in Trojan HDFS keeps a catalog of the Trojan Layouts of all data block replicas. Trojan 
HDFS exploits the fact that the name node maintains a triplet of pointers for each data block points to 
the Trojan Layout descriptor of the data block replica. Figure 5 illustrates this quadruplet of pointers 
associated to a data block replica. Note that more than one data block replica could point to the same 
Trojan Layout descriptor [1]. 

 A data node in Trojan HDFS asks the name node for the Trojan Layout of each data block replica 
stored locally. After receiving the Trojan Layout for a given data block replica, a data node internally 
reorganizes the data of the data block replica according to the received layout. There are two ways: (i) 
reorganize a data block as soon as the data block replica is copied locally, or (ii) reorganize a data 
block after all replicas of the data block are copied to relevant data nodes. 
3.4 Hbase – Schemaless Database 

HBase is a database that sits on top of the HDFS and has tight Map Reduce integration. Like HDFS and Map 
Reduce, it’s based on a technology described in a Google paper; that technology is called Big Table [13]. 

BLOCK INFO 
FOR BLOCK 42 

Figure 4: Quadruplets for a data block 
in Trojan HDFS stored at the name 
node. This structured is composed: (i) 
of a pointer to the data node (e.g. DN 
7) storing a replica (e.g. the first 
replica) of a data block (e.g. data 
block 42), (ii) of a pointer to the 
previous data block (e.g. data block 
21) stored on DN 7, (iii) of a pointer 
to the next block (e.g. data block 51) 
stored on DN 7, and (iv) of a pointer 
to the Trojan Layout descriptor for 
that data block replica   
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The table1 compares the various table structures with row stores by viewing on different parameters. The results 
on comparison reveals that the column oriented data structures have fast data loading, high storage and data 
compression than row stores from fig 8.  

5. Conclusion 
 

The Row Store has less compression efficiency when compared to column stores. The table structure organized 
in RCFile has high data compression. Data loading in SLCG store of Mastiff has better performance. The 
inference from comparison Table Placement method’s row group size should be large enough so that the column 
(or column group) size inside a row group will be large enough and when the row group size is large enough and 
the column-oriented access method is used to read columns, it is not necessary to group multiple columns to a 
column group. So, therefore the combinations of row with multiple column groups will definitely have an 
effective impact on data storage structures. 
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