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Abstract 
A computer system with hardware redundancy in cold standby has been analyzed stochastically by giving 
maximum repair time to the server. The components may fail independently from normal mode. A single server 
is immediately provided to carry out repair activities. The failed hardware is replaced by new one in case its 
repair is not feasible by the server in a given maximum repair time. However, software is up-graded when it 
fails to function as per requirements. The failure time of the components follow negative exponential 
distribution whereas the distributions of repair, up-gradation and replacement times are taken as arbitrary. The 
semi-Markov process and regenerative point technique are used to analyze the system model. The behaviour of 
some reliability measures have been observed graphically for arbitrary values of the parameters. The profit of 
the present model has also been compared with the model Malik and Munday (2014).   
Keywords: Computer System; Hardware Redundancy; Up-gradation; Replacement; Maximum Repair Time; 
Profit Comparison; Stochastic Modelling.  

1. Introduction 

The expectations of the modern society on the use of systems of high performance have increased 
exponentially during past few years. The performance of systems can be improved by adopting proper repair 
policies and components of low failure rates. The technique of redundancy has also been considered as a tool to 
enhance durability of the systems. The scientists and engineers have proved that the technique of cold standby 
redundancy in computer systems is useful for improving their performance.  It is a known fact that most of the 
academic and analytical works in institutions and offices have been performed by computer systems. Therefore, 
software and hardware firms are stressing on the development of faultless computer systems with latest 
technology. And, a major challenge to the manufacturers is also to provide reliable components with minimum 
overall costs.  Most of the academicians are also trying to explore new techniques for reliability improvement of 
the computer systems. In spite of these efforts, a little work has been dedicated to the reliability modelling of 
computer systems. And, most of the research work carried out so far in the subject of hardware and software 
reliability has been limited to the consideration of either hardware or software subsystem alone. Osaki and 
Nishio (1979) and Lai et al. (2002) evaluated the availability analysis of distributed hardware/software systems. 
Malik and Anand (2010, 2011), Malik and Sureria (2012) and Kumar and Malik (2013) discussed reliability 
models of a computer system considering different repair policies. Recently, Malik and Munday (2014) studied 
a cold standby computer system with hardware repair and software up-gradation by a server who visits the 
system immediately whenever needed. 

While considering the practical importance of computer systems in our day to day work, the stochastic 
modelling of a computer system has been done by providing hardware redundancy in cold standby and 
maximum repair time to the server. The system comprises hardware and software components which have 
independent failure via normal mode. A single server visits the system immediately as and when needed. The 
hardware component under goes for repair at its failure and replaced by new one in case it is not repaired up to a 
fixed repair time. However, software component is up-graded at its failure. The failure time distribution of the 
components is taken as negative exponential whereas the distributions of up-gradation time, repair time and 
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replacement time are assumed as arbitrary with different probability density functions. Various performance 
measures of the system model such as transition probabilities, mean sojourn times, mean time to system failure 
(MTSF), availability, busy period of the server due to hardware repair and replacement, busy period of the 
server due to software up-gradation, expected number of hardware repairs, expected number of software up-
gradations, expected number of hardware replacements by the server and profit function have been obtained 
using semi-Markov process and regenerative point technique. The graphical study has also been made to depict 
the behaviour of some important reliability measures. The profit comparison of the system model has also been 
made with that of Malik and Munday (2014) for different parametric values.  

2. Notations 

E  : Set of regenerative states ܧത                   : Set of non-regenerative states  
O  : Computer system is operative 
Hcs  : Hardware is in cold standby 
a/b  : Probability that the system has hardware / software failure 
λ1/ λ2              :   Hardware/Software failure rate 
α0  : Rate for which component undergoes for replacement after a maximum repair time t   
HFUr /HFWr       :    The hardware is failed and under/waiting for repair 
SFUg/SFWUg : The software is failed and under/waiting for up-gradation 
HFUR/HFWR    :    The hardware is failed and continuously under/ waiting for repair from previous state  
SFUG/SFWUG  :   The software is failed and continuously under /waiting for up- gradation from  
                                            previous state  
g(t)/G(t)        :   pdf/cdf of hardware repair time   
f(t)/F(t)           :    pdf/cdf of software up-gradation time  
r(t)/R(t)  : pdf/cdf of hardware replacement time 

qij(t)/ Qij(t)      :    pdf / cdf of first passage time from regenerative state Si to a regenerative state Sj or to 
                                             a failed state Sj without visiting any other regenerative state in (0, t]     
qij.k (t)/Qij.k(t) :     pdf/cdf of direct transition time from regenerative state Si to a regenerative state Sj or  
                                           to a failed state Sj visiting state Sk once in (0, t] 
qij.kl (t)/Qij.kl(t) :     pdf/cdf of direct transition time from regenerative state Si to a regenerative state Sj or  
                                           to a failed state Sj visiting state Sk and Sl once in (0, t] 
Mi(t)                 :    Probability that the system up initially in state Si ∈ E is up at time t without visiting             
                                           to any regenerative state 
Wi(t)                 :     Probability that the server is busy in the state Si up to time ‘t’ without making any  

transition to any other regenerative state or returning to the same state via one or 
more non-regenerative states.  

μi       : The mean sojourn time in state ௜ܵ which is given by 
௜ߤ	    = (ܶ)ܧ = ׬ ܲ(ܶ > ଴∞ݐ݀	(ݐ = ∑ ݉௜௝	,௝  where ܶ	denotes the time to system failure. 

mij                    :     Contribution to mean sojourn time (μi) in state Si when system transits directly to 

                                           state Sj so that   ߤ௜ = ∑ ݉௜௝௝ 	ܽ݊݀	݉௜௝ = ׬ ଴∞(ݐ)௜௝ܳ݀ݐ =                            ௜௝∗′(0)ݍ−
   

 

©               :     Symbol for Laplace-Stieltjes convolution/Laplace convolution   

*/**               :      Symbol for Laplace Transformation (LT)/Laplace Stieltjes Transformation (LST)   
 

 

 

 

 

 

 

V.J. Munday et al. / International Journal of Computer Science Engineering (IJCSE)

ISSN : 2319-7323 Vol. 4 No.05 Sep 2015 229



State Transition Diagram 
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Fig. 1 

3. Transition Probabilities and Mean Sojourn Times 

Simple probabilistic considerations yield the following expressions for the non-zero elements. ݌௜௝ = ܳ௜௝(∞) = ׬ ௜௝∞଴ݍ ଴ଵ݌     ݐ݀(ݐ) = ௔ఒభ௔ఒభା௕ఒమ ,    ݌଴ଶ = ௕ఒమ௔ఒభା௕ఒమ  ,  ݌ଵ଴ = ଵߣܽ)∗݃ + ଶߣܾ + ଵଷ݌   ,(଴ߙ = ఈబ௔ఒభା௕ఒమାఈబ {1 − ଵߣܽ)∗݃ + ଶߣܾ + ଵସ݌  (଴ߙ = ௔ఒభ௔ఒభା௕ఒమାఈబ {1 − ଵߣܽ)∗݃ + ଶߣܾ + ଵହ݌ , (଴ߙ = ௕ఒమ௔ఒభା௕ఒమାఈబ {1 − ଵߣܽ)∗݃ + ଶߣܾ + ଶ଴݌  (଴ߙ = ଷ଴݌ , (0)∗݂ = ଵߣܽ)∗ݎ + ଷ଺݌ , (ଶߣܾ = ௔ఒభ௔ఒభା௕ఒమ {1 − ଵߣܽ)∗ݎ + ଷ଻݌ , (ଶߣܾ = ௕ఒమ௔ఒభା௕ఒమ {1 − ଵߣܽ)∗ݎ + ସଵ݌ , (ଶߣܾ = ହଶ݌ = ସଽ݌  , (଴ߙ)∗݃ = ହ଼݌ = 1 − ଺ଵ݌  , (଴ߙ)∗݃ = ଻ଶ݌ = ଶ଼݌ = ଽଵ݌ =  (0)∗ݎ
 

For ݃(ݐ) = ,	ఈ௧ି݁ߙ (ݐ)݂ = (ݐ)ݎ	݀݊ܽ	ఏ௧ି݁ߠ =           ఉ௧ we haveି݁ߚ

But, 	݂∗(0) = ݃∗(0) = (0)∗ݎ = 1	ܽ݊݀	ܽ + ܾ = ଵଵ.ସ݌  1 = ఈ௔ఒభ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ)  ,     ݌ଵଵ.ସଽ = ఈబ௔ఒభ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ) ݌ଵଶ.ହ = ఈ௕ఒమ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ)  ,     ݌ଵଶ.ହ଼ = ఈబ௕ఒమ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ) ݌ଷଵ.଺ = ௔ఒభ௔ఒభା௕ఒమାఉ  ,                       ݌ଷଶ.଻ = ௕ఒమ௔ఒభା௕ఒమାఉ 

It can be easily verified that ݌଴ଵ + ଴ଶ݌ = ଵ଴݌ + ଵଷ݌ + ଵସ݌ + ଵହ݌ = ଶ଴݌ = ଷ଴݌ + ଷ଺݌ + ଷ଻݌ = ସଵ݌ + ସଽ݌ = ହଶ݌ + ହ଼݌ = = ଺ଵ݌ ଻ଶ݌ = ଶ଼݌ = ଽଵ݌ = ଵ଴݌ + ଵଷ݌ + ଵଵ.ସ݌ + ଵଵ.ସଽ݌ + ଵଶ.ହ݌ + ଵଶ.ହ଼݌ = ଷ଴݌ + ଷଵ.଺݌ + ଷଶ.଻݌ = 1 

The mean sojourn times (ߤ௜) is the state ௜ܵ are 

଴ߤ  = ଵ௔ఒభା௕ఒమ               ߤଵ = ଵ௔ఒభା௕ఒమାఈబାఈ   ߤଶ = ଵ௔ఒభା௕ఒమାఉ  ߤଵ′ = (ఈାఉ)(௔ఒభା௕ఒమ)ାఉ(ఈାఈబ)ఉ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ) ′ଷߤ   ,   = ଵఉ  
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Also  ݉଴ଵ +݉଴ଶ = ,଴ߤ	 ݉ଵ଴ + ݉ଵଷ +݉ଵସ + ݉ଵହ = ,ଵߤ	 		݉ଷ଴ + 		݉ଷ଺ + 		݉ଷ଻ =  	ଷߤ	
And   ݉ଵ଴ + ݉ଵଷ +݉ଵଵ.ସ + ݉ଵଵ.ସଽ + ݉ଵଶ.ହ + ݉ଵଶ.ହ଼ = ′ଵߤ 		,					݉ଷ଴ + 		݉ଷଵ.଺ + 		݉ଷଶ.଻ = ′ଷߤ 		 

4. Reliability and Mean Time to System Failure (MTSF) 

Let ߶௜(ݐ) be the cdf of first passage time from regenerative state ௜ܵto a failed state. Regarding the failed state as 
absorbing state, we have the following recursive relations for	߶௜(ݐ), ߶଴(ݐ) = ܳ଴ଵ(ݐ)߶ଵ(ݐ) + ܳ଴ଶ(ݐ)  ߶ଵ(ݐ) = ܳଵ଴(ݐ)߶଴(ݐ) + ܳଵଷ(ݐ)߶ଷ(ݐ) + ܳଵସ(ݐ) + ܳଵହ(ݐ) ߶ଷ(ݐ) = ܳଷ଴(ݐ)߶଴(ݐ) + ܳଷ଺(ݐ) + ܳଷ଻(ݐ)                                                                        (1) 

Taking LST of above relations (1) and solving for  ϕ଴∗∗(ݏ) , we have  

(ݏ)∗ܴ  = ଵିϕబ∗∗(௦)௦   
The reliability of the system model can be obtained by taking Laplace inverse transform of the above equation. 
The mean time to system failure (MTSF) is given by 

ܨܵܶܯ  = lim	௦→଴ ଵିϕబ∗∗(௦)௦ = ேభ஽భ                                                                                            (2)  

Where ଵܰ = ଴ߤ + ଵߤ)଴ଵ݌ + ଵܦ	݀݊ܽ	(ଷߤଵଷ݌ = 1 − ଵ଴݌)଴ଵ݌ +  ଷ଴)                                             (3)݌ଵଷ݌

5. Steady State Availability 

       Let ܣ௜(ݐ) be the probability that the system is in up-state at an instant‘t’ given that the system entered 
regenerative state	 ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܣ௜(ݐ) are given as: ܣ଴(ݐ) = (ݐ)଴ܯ + (ݐ)ଵܣ(ݐ)଴ଵݍ + (ݐ)ଵܣ  (ݐ)ଶܣ	(ݐ)଴ଶݍ = (ݐ)ଵܯ + (ݐ)଴ܣ(ݐ)ଵ଴ݍ + (ݐ)ଵଵ.ସݍ} + (ݐ)ଵܣ	ሽ(ݐ)ଵଵ.ସଽݍ + (ݐ)ଵଶ.ହݍ} + (ݐ)ଶܣ	ሽ(ݐ)ଵଶ.ହ଼ݍ (ݐ)ଶܣ  	(ݐ)ଷܣ(ݐ)ଵଷݍ+ = (ݐ)ଷܣ (ݐ)଴ܣ(ݐ)ଶ଴ݍ = (ݐ)ଷܯ + (ݐ)଴ܣ(ݐ)ଷ଴ݍ + (ݐ)ଵܣଷଵ.଺(t)ݍ +  (4)                                               (ݐ)ଶܣଷଶ.଻(t)ݍ

where  

(ݐ)଴ܯ  = ݁ି(௔ఒభା௕ఒమ)௧,			Mଵ(t) = ݁ି(௔ఒభା௕ఒమାఈబ)௧	(ݐ)ܩതതതതതത	ܽ݊݀		Mଷ(t) = ݁ି(௔ఒభା௕ఒమ)௧	ܴ(ݐ)തതതതതത	  
Taking LT of relations (4) and solving for	ܣ଴∗(ݏ), the steady state availability is given by ܣ଴(∞) = lim௦→଴ ݏ (ݏ)∗଴ܣ = ேమ஽మ	                                          (5) 

Where ଶܰ = ଴(1ߤ − ଵଵ.ସ݌ − ଵଵ.ସଽ݌ − (ଷଵ.଺݌ଵଷ݌ + ଵߤ)଴ଵ݌ + ଶܦ (ଵଷ݌ଷߤ = ଴(1ߤ − ଵଵ.ସ݌ − ଵଵ.ସଽ݌ − (ଷଵ.଺݌ଵଷ݌ + ′ଵߤ)଴ଵ݌ + ′ଷߤ (ଵଷ݌ + ଵଶ.ହ݌)ଶߤ + ଵଶ.ହ଼݌ + ଵ଴݌)଴ଶ݌+											 ଷଶ.଻݌ଵଷ݌ +  ଷ଴))                         (6)݌ଵଷ݌

6. Busy Period of the Server 
6.1 Due to Hardware Repair  
Let ܤ௜ு(ݐ) be the probability that the server is busy in repairing the unit due to hardware failure at an instant‘t’ 
given that the system entered state ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܤ௜ு(ݐ)  are as follows: ܤ଴ு(ݐ) = (ݐ)ଵுܤ©(ݐ)଴ଵݍ (ݐ)ଵுܤ (ݐ)ଶுܤ©(ݐ)଴ଶݍ	+ = ଵܹு(ݐ) + (ݐ)଴ுܤ©(ݐ)ଵ଴ݍ + (ݐ)ଵଵ.ସݍ} + (ݐ)ଵுܤሽ(ݐ)ଵଵ.ସଽݍ + (ݐ)ଵଶ.ହݍ} + (ݐ)ଶுܤ (ݐ)ଷுܤ©(ݐ)ଵଷݍ+																 (ݐ)ଶுܤ		ሽ(ݐ)ଵଶ.ହ଼ݍ = (ݐ)ଷுܤ (ݐ)଴ுܤ©(ݐ)ଶ଴ݍ = (ݐ)଴ுܤ©(ݐ)ଷ଴ݍ (ݐ)ଵுܤ©(ݐ)ଷଵ.଺ݍ	+  (7)                                                             (ݐ)ଶுܤ©(ݐ)ଷଶ.଻ݍ	+
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where ଵܹு(ݐ) = 	 ݁ି(௔ఒభା௕ఒమାఈబ)௧	(ݐ)ܩതതതതതത + തതതതതത(ݐ)ܩ(ଵ݁ି(௔ఒభା௕ఒమାఈబ)௧©1ߣܽ) +    തതതതതത(ݐ)ܩ(ଶ݁ି(௔ఒభା௕ఒమାఈబ)௧©1ߣܾ)
 

6.2 Due to Software Up-gradation 
Let ܤ௜ௌ(ݐ) be the probability that the server is busy in upgrading the unit due to software failure at an instant‘t’ 
given that the system entered state ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܤ௜ௌ(ݐ)  are as follows: ܤ଴ௌ(ݐ) = (ݐ)ଵௌܤ©(ݐ)଴ଵݍ (ݐ)ଵௌܤ (ݐ)ଶௌܤ©(ݐ)଴ଶݍ	+ = (ݐ)଴ௌܤ©(ݐ)ଵ଴ݍ + (ݐ)ଵଵ.ସݍ} + (ݐ)ଵௌܤሽ(ݐ)ଵଵ.ସଽݍ + (ݐ)ଵଶ.ହݍ} + (ݐ)ଶௌܤ			ሽ(ݐ)ଵଶ.ହ଼ݍ + (ݐ)ଶௌܤ (ݐ)ଷௌܤ©(ݐ)ଵଷݍ = ଶܹௌ(ݐ) + (ݐ)ଷௌܤ  (ݐ)଴ௌܤ©(ݐ)ଶ଴ݍ = (ݐ)଴ௌܤ©(ݐ)ଷ଴ݍ (ݐ)ଵௌܤ©(ݐ)ଷଵ.଺ݍ	+  (8)                                                             (ݐ)ଶௌܤ©(ݐ)ଷଶ.଻ݍ	+
where ଶܹௌ(ݐ) =      തതതതതത(ݐ)ܨ	
 
6.3 Due to Hardware Replacement 
Let ܤ௜ோ௣(ݐ) be the probability that the server is busy in replacement of the unit due to hardware failure after an 
instant‘t’ given that the system entered state ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܤ௜ௌ(ݐ)  are as follows: ܤ଴ோ௣(ݐ) = (ݐ)ଵோ௣ܤ©(ݐ)଴ଵݍ (ݐ)ଵோ௣ܤ (ݐ)ଶோ௣ܤ©(ݐ)଴ଶݍ	+ = (ݐ)଴ோ௣ܤ©(ݐ)ଵ଴ݍ + (ݐ)ଵଵ.ସݍ} + (ݐ)ଵோ௣ܤሽ(ݐ)ଵଵ.ସଽݍ + (ݐ)ଵଶ.ହݍ} + +(ݐ)ଶோ௣ܤ		ሽ(ݐ)ଵଶ.ହ଼ݍ (ݐ)ଶோ௣ܤ (ݐ)ଷோ௣ܤ©(ݐ)ଵଷݍ = (ݐ)ଷோ௣ܤ  (ݐ)଴ோ௣ܤ©(ݐ)ଶ଴ݍ = ଷܹோ௣(ݐ) + (ݐ)଴ோ௣ܤ©(ݐ)ଷ଴ݍ (ݐ)ଵோ௣ܤ©(ݐ)ଷଵ.଺ݍ	+  (9)                                    (ݐ)ଶோ௣ܤ©(ݐ)ଷଶ.଻ݍ	+

where ଷܹோ௣(ݐ) = 	 ݁ି(௔ఒభା௕ఒమ)௧	ܴ(ݐ)തതതതതത + തതതതതത(ݐ)ܴ(ଵ݁ି(௔ఒభା௕ఒమ)௧ߣܽ) +  തതതതതത(ݐ)ܴ(ଵ݁ି(௔ఒభା௕ఒమ)௧ߣܾ)
Taking LT of relations (7), (8) & (9), solving for	ܤ଴ு∗(ݐ),  The time for which server is busy .(ݐ)∗଴ோ௣ܤ	݀݊ܽ	(ݐ)∗଴ௌܤ
due to repairs, up-gradations and replacements respectively are given by  ܤ଴ு(ݐ) = lim௦→଴ ݏ (ݐ)∗଴ுܤ = ேయಹ஽మ (ݐ)଴ௌܤ (10)                                                        = lim௦→଴ ݏ (ݐ)∗଴ௌܤ = ேయೄ஽మ                                                        (11)  

(ݐ)଴ோ௣ܤ  = lim௦→଴ ݏ (ݐ)∗଴ோ௣ܤ = ேయೃ೛஽మ                                                                                                         (12)  

where ଷܰு = ଴ଵ݌ ଵܹு∗(0) ଷܰௌ = ଵଶ.ହ݌	)) + (ଵଶ.ହ଼݌ + ଴ଶ݌ଵ଴݌ + ଷଶ.଻݌ଵଷ݌ + ଷ଴݌)଴ଶ݌ଵଷ݌ − 1)) ଶܹௌ∗ 
ଷܰோ௣ = ଵଷ݌଴ଵ݌ ଷܹோ௣∗(0)	ܽ݊݀	ܦଶ	݅ݏ	ݕ݀ܽ݁ݎ݈ܽ	(13)                                                                     .݀݁݊݋݅ݐ݊݁݉ 

7. Expected Number of Hardware Repairs 

Let ܴܰܪ௜(ݐ) be the expected number of hardware repairs by the server in (0, t] given that the system entered the 
regenerative state	 ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܴܰܪ௜(ݐ) are given as: ܴܰܪ଴(ݐ) = ܳ଴ଵ(ݐ)ܴܰܪଵ(ݐ) + ܳ଴ଶ(ݐ)ܴܰܪଶ(ݐ)  ܴܰܪଵ(ݐ) = ܳଵ଴(ݐ) (1 + ((ݐ)଴ܴܪܰ + ܳଵଵ.ସ(ݐ) (1 + (ݐ)ଵܴܪܰ + ܳଵଵ.ସଽ(ݐ)ܴܰܪଵ(ݐ) 																							+ܳଵଶ.ହ(ݐ)		 (1 + ((ݐ)ଶܴܪܰ + ܳଵଶ.ହ଼(ݐ)ܴܰܪଶ(ݐ) + ܳଵଷ(ݐ)ܴܰܪଷ(ݐ) ܴܰܪଶ(ݐ) = ܳଶ଴(ݐ)ܴܰܪ଴(ݐ) ܴܰܪଷ(ݐ) = ܳଷ଴(ݐ)ܴܰܪ଴(ݐ) + ܳଷଵ.଺(ݐ)ܴܰܪଵ(ݐ) + ܳଷଶ.଻(ݐ)ܴܰܪଶ(ݐ)                             (14)  

Taking LST of relations (14) and solving for	ܴܰܪ଴∗∗(ݏ). The expected number of hardware repair is given by  
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଴ܴܪܰ = lim௦→଴ ∗∗଴ܴܪܰݏ (ݏ) = ேర஽మ	                                                                                                        (15) 

where ସܰ = ଵ଴݌)଴ଵ݌ + ଵଵ.ସ݌ +   (16)                                               .݀݁݊݋݅ݐ݊݁݉	ݕ݀ܽ݁ݎ݈ܽ	ݏ݅	ଶܦ	݀݊ܽ	(ଵଶ.ହ݌

8. Expected Number of Software Up-gradations 

Let ܰܵ ௜ܷ(ݐ) be the expected number of software up-gradations in (0, t] given that the system entered the 
regenerative state	 ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܰܵ ௜ܷ(ݐ) are given as follows: ܷܰܵ଴(ݐ) = ܳ଴ଵ(ݐ)ܰܵ ଵܷ(ݐ) + ܳ଴ଶ(ݐ)ܷܰܵଶ(ݐ)  ܰܵ ଵܷ(ݐ) = ܳଵ଴(ݐ)ܷܰܵ଴(ݐ) + {ܳଵଵ.ସ(ݐ) + ܳଵଵ.ସଽ(ݐ)ሽܰܵ ଵܷ(ݐ) + {ܳଵଶ.ହ(ݐ) + ܳଵଶ.ହ଼(ݐ)ሽܷܰܵଶ(ݐ) 
                   +ܳଵଷ(ݐ)ܷܰܵଷ(ݐ) ܷܰܵଶ(ݐ) = ܳଶ଴(ݐ) (1 + ܷܰܵ଴(ݐ))  ܷܰܵଷ(ݐ) = ܳଷ଴(ݐ)ܷܰܵ଴(ݐ) + ܳଷଵ.଺(ݐ)ܰܵ ଵܷ(ݐ) + ܳଷଶ.଻(ݐ)ܷܰܵଶ(ݐ)                                   (17)  

Taking LST of relations (17) and solving for	ܷܰܵ଴∗∗(ݏ). The expected numbers of software up-gradations are 
given by  ܷܰܵ଴(∞) = 	 lim௦→଴ ∗∗଴ܷܵܰݏ (ݏ) = ேఱ஽మ	                                                                                                     (18) 

Where 

ହܰ = ଵଶ.ହ݌	 + ଵଶ.ହ଼݌ + ଴ଶ݌ଵ଴݌ + ଷଶ.଻݌ଵଷ݌ + ଷ଴݌)଴ଶ݌ଵଷ݌ −   (19)                                                                                                             .݀݁݊݋݅ݐ݊݁݉	ݕ݀ܽ݁ݎ݈ܽ	ݏ݅	ଶܦ	݀݊ܽ	  (1

9. Expected Number of Hardware Replacements 

Let ܰ݌ܴܪ௜(ݐ) be the expected number of hardware replacements by the server in (0, t] given that the system 
entered the regenerative state	 ௜ܵ ݐ	ݐܽ	 = 0. The recursive relations for ܰ݌ܴܪ௜(ݐ) are given as: ܰ݌ܴܪ଴(ݐ) = ܳ଴ଵ(ݐ)ܰ݌ܴܪଵ(ݐ) + ܳ଴ଶ(ݐ)ܰ݌ܴܪଶ(ݐ)  ܰ݌ܴܪଵ(ݐ) = ܳଵ଴(ݐ)ܰ݌ܴܪ଴(ݐ) + ܳଵଵ.ସ(ݐ)ܰ݌ܴܪଵ(ݐ) + ܳଵଵ.ସଽ(ݐ) (1 + (ݐ)ଶ݌ܴܪܰ(ݐ)ଵଶ.ହܳ+																									 ((ݐ)ଵ݌ܴܪܰ + ܳଵଶ.ହ଼(ݐ) (1 + ((ݐ)ଶ݌ܴܪܰ + ܳଵଷ(ݐ)ܰ݌ܴܪଷ(ݐ) ܰ݌ܴܪଶ(ݐ) = ܳଶ଴(ݐ)ܰ݌ܴܪ଴(ݐ) ܰ݌ܴܪଷ(ݐ) = ܳଷ଴(ݐ) ൫1 + ൯(ݐ)଴݌ܴܪܰ + ܳଷଵ.଺(ݐ) ൫1 + ൯(ݐ)ଵ݌ܴܪܰ + ܳଷଶ.଻(ݐ) ൫1 +  ൯   (20)(ݐ)ଶ݌ܴܪܰ

Taking LST of relations (20) and solving for	ܰ݌ܴܪ଴∗∗(ݏ). The expected numbers of hardware replacements are 
given by  ܴܰܪ଴ = lim௦→଴ ∗∗଴݌ܴܪܰݏ (ݏ) = ேల஽మ		                                                                                                        (21) 

where ଺ܰ = ଵଷ݌)଴ଵ݌ + ଵଵ.ସଽ݌ +  (22)                                                .݀݁݊݋݅ݐ݊݁݉	ݕ݀ܽ݁ݎ݈ܽ	ݏ݅	ଶܦ	݀݊ܽ(ଵଶ.ହ଼݌

10. Profit Analysis 

The profit incurred to the system model in steady state can be obtained as: ܲ = ଴ܣ଴ܭ − ଴ுܤଵܭ − ଴ௌܤଶܭ − ଴ܴܪଷܰܭ − ସܷܰܵ଴ܭ − ଴ோ௣ܤହܭ −  ଴                                            (23)݌ܴܪ଺ܰܭ

where ܭ଴ =  Revenue per unit up-time of the system  ܭଵ = Cost per unit time for which server is busy due to hardware repair  ܭଶ = Cost per unit time for which server is busy due to software up-gradation   ܭଷ = Cost per unit repair of the failed hardware  
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ସܭ = Cost per unit up-gradation of the failed software ܭହ = Cost per unit time for which server is busy due to hardware replacement  ܭ଺ = Cost per unit replacement of the failed hardware  
and 	ܣ଴, ,଴ுܤ ,଴ௌܤ ,଴,ܷܰܵ଴ܴܪܰ ,଴ோ௣ܤ  .are already defined	଴݌ܴܪܰ

11. Particular Cases 

Suppose ݃(ݐ) = ,	ఈ௧ି݁ߙ (ݐ)݂ = (ݐ)ݎ	݀݊ܽ	ఏ௧ି݁ߠ =  ఉ௧ି݁ߚ
We can obtain the following results:  ܨܵܶܯ	( ଴ܶ) = ଵܰܦଵ	 ݕݐ݈ܾ݈݅݅ܽ݅ܽݒܣ	(ܣ଴) = ଶܰܦଶ 

Busy	period	due	to	hardware	failure		(ܤ଴ு) = ଷܰுܦଶ  

Busy	period	due	to	software	failure		(ܤ଴ௌ) = ଷܰௌܦଶ  

Busy	period	due	to	replacement	of	hardware	failure		൫ܤ଴ோ௣൯ = ଷܰோ௣ܦଶ  Expected	number	of	repair	at	hardware	failure	(ܴܰܪ଴) = ସܰܦଶ Expected	number	of	up − gradation	at	software	failure	(ܷܰܵ଴) = ହܰܦଶ Expected	number	of	replacement	at	hardware	failure	(ܰ݌ܴܪ଴) = ଺ܰܦଶ 

where 

ଵܰ = ଵߣܽ) + ଶߣܾ + ߙ + ଵߣܽ)(଴ߙ + ଶߣܾ + (ߚ + ଵߣܽ)ଵߣܽ + ଶߣܾ + ߚ + ଵߣܽ)(଴ߙ + ଵߣܽ)(ଶߣܾ + ଶߣܾ + ߙ + ଵߣܽ)(଴ߙ + ଶߣܾ + (ߚ  

ଵܦ = ଵߣܽ) + ଶߣܾ + ߙ + ଵߣܽ)(଴ߙ + ଶߣܾ + (ߚ − ଵߣܽ)ߙ)ଵߣܽ + ଶߣܾ + (ߚ + ଵߣܽ)(ߚ଴ߙ + ଵߣܽ)(ଶߣܾ + ଶߣܾ + ߙ + ଵߣܽ)(଴ߙ + ଶߣܾ + (ߚ  

ଶܰ = ଵߣܽ)1 +  (ଶߣܾ
ଶܦ = ఉ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ)(ఏ((௔ఒభା௕ఒమାఉ)(௔ఒభା௕ఒమାఈାఈబ)ି௔ఒభ(௔ఒభା௕ఒమାఉାఈబ))ା௕ఒమ((௔ఒభା௕ఒమାఉାఈబ)(௔ఒభା௕ఒమ)ାఈ(௔ఒభା௕ఒమାఉ)ାఈబఉ))ା௔ఒభఏ(௔ఒభା௕ఒమାఉ)(ఉ(ఈାఈబ)మା(௔ఒభା௕ఒమ)(ఉ(௔ఒభା௕ఒమାଶ(ఈାఈబ)ାఈ(௔ఒభା௕ఒమାఈାఈబ))ାఉఈబ(ఈାఈబ)(௔ఒభା௕ఒమାఈାఈబ)ఉఏ(௔ఒభା௕ఒమ)(௔ఒభା௕ఒమାఈାఈబ)మ(௔ఒభା௕ఒమାఉ)(ఈାఈబ)   

 

ଷܰு = ௔ఒభ(௔ఒభା௕ఒమ)(௔ఒభା௕ఒమାఉ)							,																													 ଷܰௌ = ௕ఒమ(௔ఒభା௕ఒమାఈ)ఏ(௔ఒభା௕ఒమ)(௔ఒభା௕ఒమାఈାఈబ)    

 

ଷܰோ௣ = ௔బ௔ఒభ(௔ఒభା௕ఒమ)(௔ఒభା௕ఒమା௔ା௔బ)(௔ఒభା௕ఒమାఉ) ,       ସܰ = ఈ௔ఒభ(௔ఒభା௕ఒమ)(௔ା௔బ)																		  
 

ହܰ = ௕ఒమ(௔ఒభା௕ఒమାఈ)(௔ఒభା௕ఒమ)(௔ఒభା௕ఒమାఈାఈబ)     ,      ଺ܰ = ఈబ௔ఒభ(௔ఒభା௕ఒమ)(ఈାఈబ)    
12. Conclusion 

The effect of various parameters on the reliability measures of a computer system has been observed 
for ݃(ݐ) = ,ఈ௧ି݁ߙ (ݐ)݂ = (ݐ)ݎ	݀݊ܽ	ఏ௧ି݁ߠ =  ఉ௧ as shown in figures 2, 3, and 4. It is analyzed that meanି݁ߚ
time to system failure (MTSF), availability and profit function go on decreasing with the increase of failure rates 
(λ1 and λ2) while their values increase with the increase of hardware repair rate (α) and software up-gradation 
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rate (θ) provided a > b. However, the effect software failure rate is more on these measures. On the other hand, 
system model will have less values of MTSF and availability in case of a > b but profit has more value. Hence, a 
computer system in which software has more chances of failure can be made more profitable by providing 
hardware redundancy in cold standby and maximum repair time to the server.  

Comparative Study 

The study reveals that present model is profitable over the model Malik and Munday (2014). And, so 
we analyze that a computer system can be made more profitable to use by giving maximum repair time to the 
server for getting repair of the failed hardware. Thus, the graphical behavior of the profit difference of the 
models with respect to hardware failure rate (λ1) has been shown in figure 5.  
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