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ABSTRACT - Software engineering field contains various approaches related to prediction such as test 
effort prediction, correction cost prediction, fault prediction etc. Among these software fault prediction is 
the most popular research area and many new projects are started in this area. When there is an error in 
the computer program, it produces an invalid or false result. Hence prediction of defective modules is 
necessary to enhance the software quality. Various methods and metric sets are available to find out the 
false modules that are error prone. In this, Artificial Neural Network based software fault prediction 
technique is used. To find estimated solutions to optimization and search problems this method is used. 
Artificial Neural Network is used for finding the faulty elements as well as for predicting the erroneous 
modules. 

KEYWORDS:Software fault, Artificial Neural Network, Classification, Defect Prediction, Back Propagation, 
Fault modules. 

I. INTRODUCTION 

Software fault prediction methods use previous software parameters and fault data to predict the faulted modules 
for the next release of software. For achieving the target of a software quality assurance initiative, software 
quality models are one of the useful tools. This model can be used to recognize program modules that are 
flawed. Software fault is an error in the coding that may lead to software to act not in the correct way and this 
may result in error and hence software failure. Software fault which has occurred due to programming error can 
be a recoverable error. Once such faults are detected they are sent to appropriate handler for performing required 
steps. Fault prediction will give an opportunity to the team to retest again the modules or files which are faulty 
or for which the probability of defectiveness is more. Spending more time on the defective modules instead of 
non defective ones results into proper resource utilization and this leads to maintenance of the project in easier 
way that is beneficial for both customers as well as project owners. The exact prediction of where the errors are 
probable to occur in code can help directly to test effort, enhance the software quality and reduce costs. A fault 
susceptible module is the one in which the quantity of faults is higher than selected threshold. Today the greatest 
challenge in the software industry is to make any application or software completely fault free to achieve the 
best software. As the defected modules are recognized, it is easier for the experts to focus only on the 
development work. Faulty modules can be easily predicted by classifying software modules into groups of 
faulty and non faulty modules at the beginning of development. Several algorithms have been used to predict the 
software faults such as k-means clustering and hierarchical algorithms. Bayes Network Classification Algorithm 
and spam filtering methods are also used for finding flawed modules. Support vector machine (SVM) and 
module dependency graphs (MDGs) are also helpful in predicting the faults. Among various algorithms Genetic 
Algorithms are useful for solving classification as well as regression problems. Therefore for predicting the 
quality it is important to test the ability of this algorithm. 

The paper is organized as follows: section 2 discusses the related work, Section 3 explains about the empirical 
data collection and section 4 describes the GA based methodology. The result of the study is given in section 5. 
Finally conclusions of the research are presented in section 6. 
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II. RELATED WORK 

A review was carried out on software engineering mainly on software fault prediction. In this study nearly about 
90 papers were investigated related to fault prediction between the years 1990 and 2009. Both statistical based 
methods and machine learning based methods are studied in this paper. After doing the survey it is found that 
most of the models were based on machine learning techniques. This will benefit researchers to obtain the 
knowledge about the fault prediction (Catal, Cagatay 2011). A multi-layer feed forward artificial neural network 
(ANN) based logistic growth curve model (LGCM) is proposed in this paper for software reliability and 
prediction. An artificial neural network is being developed by representation of different functions of hidden 
layer neurons. A neuro-genetic is proposed for the ANN based LGCM by reducing the weights of the network. 
In this the comparison of two learning algorithms is also presented to predict the software reliability (Pratik Roy 
et al. 2015). Investigation was carried out for designing goal oriented quality model with proper resource 
utilization using genetic based multi-objective method. It presents a case study which shows that which modules 
are fault-prone or not. Advantage of using genetic programming is that it does not require additional information 
regarding size and structure of the problem (Taghi M et al.2007). The main goal of this paper was to find and 
evaluate the studies regarding the metrics used in fault prediction. An extreme search was also done on digital 
libraries. From each study ten properties were drawn out and an assessment was done to get new insights. With 
the help of these studies researchers can find out frequently used metrics (DanijelRadjenovic et al. 2013). 
Research was done on data mining techniques that are used for searching the rules that show the modules that 
has the chance of being defective. Datasets are used from repository. First feature selection is applied on 
defective attributes and then genetic algorithm is used. Like this defective software modules are found out using 
data mining (J. C. Riquelme et al. 2009). 

This paper focuses on software quality modelling by using multiple data repositories. It uses genetic-
programming based approach for constructing optimal models with the help of datasets. Baseline Classifier, 
Validation Classifier, and Validation-and-Voting Classifier are the three techniques presented in this paper. The 
results show that last method is much better than the others and has the less probability for over fitting (Liu, Yi 
Cathy et al. 2010). Improper data is an important factor when constructing prediction models for high reliable 
systems. With skewed data this paper uses Roughly Balanced Bagging algorithm for fault prediction. For 
solving the problem it then merges data sampling and bagging. Then a comparison is done with the models 
without bagging. This is needed to explain these problems clearly (Seliya, Naeem et al. 2010). The effectiveness 
of Quad Tree based 

K-Means clustering algorithm is compared with original K-means algorithm in predicting faulty modules. The 
goal of this paper is twofold. First, Quad trees are applied to find cluster centers that are given as input to K-
means algorithm. Then for identifying faults algorithm is used (ParthaSarathiBishnu et al. 2012). This paper 
introduced a new genetic programming algorithm in the context of reliability modeling. After evaluating this 
new one the results show that it is less costly as compared to classical GP (Eduardo Oliveira Costa et al. 2010). 
Here predictability of reliability is measured by using group of models trained by GA. This study is applied to 
three sets and results show that models are linear in future (Sultan H. Aljahdali et al. 2009).  

In this, near about 15 Bayesian network learners are compared. Among all the results shows that Augmented 
Naive Bayes classifiers obtains better performance as compared to others (Karel Dejaegeret al.2013). In a 
software company to minimize costs, fault and effort prediction are main tasks. However predictive 
performance is sacrificed. In this paper to solve this issue rule extraction is used (Julie Moeyersomsa et al. 
2015). A hybrid IEDA-SVR is proposed in this paper. It is used to predict the software reliability. Here two data 
sets are used and a comparison with previous models is done (Cong J et al. 2014). Here a method is proposed 
that aims at avoiding the model-generalization problem. The plan is to reuse the existing the models to generate 
new ones having both general and specific knowledge (Salah Bouktif et al. 2010). This paper solves the problem 
of predicting effort that is needed to fix a defect. New four enhancements are proposed. It also shows the 
improvement over the results showed in literature and gives new ways for research under this area 
(AlaaHassounaand  LadanTahvildari 2010). 
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VI. EXPERIMENTAL RESULT 

We are using python as a programming language. Numpy and neurolab framework is used for 
implementation of the neural networks. The network consists of Input neurones, hidden layer and output 
neurones. Each neurone has some weight. This weight is adjust durning the training phase. We train the network 
using dataset. The network is train for 500 epochs. Sigmoid is used as activation function for the network.  

The below figure shows error calculated at some epochs 

 
Fig-3: Graph of Error calculated at some epoch 

If there is some error then weights of the each node is adjusted so as to minimize this error. From this graph 
we can say that after some epoch error become constant. So we can stop the training of the data. After the 
training is done we then test the network. 

VII. CONCLUSION 

This paper emphasis on the software fault prediction technique which is based on artificial neural network with 
back propagation learning algorithm. The observation and results conclude that the neural network model 
performs better in terms of less error in prediction as compared to existing analytical models and hence it is 
better to do software fault prediction tests using neural networks. However it can be seen that the neural 
Network method proposed in this paper using back propagation algorithm provide a good fit. As the connection 
weights are randomly initialized, thus the neural network gives different results for dataset and thus the 
performance of network varies. The usefulness of neural network is method is dependent on the nature of 
dataset up to greater extent. 
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