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Abstract— The classification accuracy is strongly affected by the quality of the input features used to build a 
learned-model.  Nowadays, datasets grow enormously both in size and number of features.  One of the major 
difficulties confronted by huge datasets analysis is existing redundant, noisy, and irrelevant features, which 
may reduce the performance of the classifier. Feature selection is an important preprocessing task, which 
aims to select the most effective subset of features from the original dataset. Therefore, using feature 
selection method is essential for enhancing the classification accuracy and reducing the complexity of the 
built model. In this paper, a wrapper-based binary Sine Cosine Algorithm (SCA) for feature selection named 
WBSCA is proposed. The proposed algorithm was compared with three well-known binary algorithms over 
seven classification datasets from the UCI machine learning repository. The results show the competitive 
performance of the proposed algorithm in searching the optimal subset and selecting the salient feature. 
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I. INTRODUCTION 

Over the past two decades, with the rapid advancement in science and technology, large datasets with the 
massive number of features are produced. Redundant and irrelative features significantly degrade the accuracy of 
learned models, reduce the learning speed, and increase the computational complexity of built models [1]. This 
problem is known as the curse of dimensionality, which is a major problem in the field of data mining, knowledge 
discovery, and machine learning [2]. Feature selection is a way to tackle this problem by selecting a subset of 
salient features, eliminating irrelevant and redundant features, and reducing the dimensionality of the dataset [3]. 
Consequently, this reduction helps to speed up the learning process, simplify the learnt model, and increase the 
performance [4]. 

Feature selection based on the subset evaluation process is categorized into filter-based and wrapper-based 
methods [5]. The filter-based methods evaluate features without considering any classification algorithms. 
Basically, in the first step, features rank by using measures such as distance, dependency, and consistency [6]. 
Then the model is created by learning on train data with the selected features. This method is independent of a 
learning model, so the feature selection is performed only once. Some advantages of using filter methods are 
easily scalable to high dimensional datasets, computationally simple, and different classifiers can be used for 
evaluation. Common disadvantages of filter methods are to ignore the relevance of features and lacks the 
influence of features on the performance of the classifier [7]. Contrary to the filter method, wrapper utilizes a 
learning algorithm to evaluate a candidate feature subset. The wrapper method is known to be more accurate, but 
it is computationally more expensive [8]. 

Feature selection is a binary optimization problem [9], where solutions are bounded to the binary values 0 or 
1. Each solution in this problem is represented in a binary vector where the length of the vector is equal to the 
number of the features exist in the dataset.  The value one indicates the feature is selected; otherwise, the feature 
is not selected. 

In recent years, metaheuristic algorithms due to their ability in solving different problems in various fields 
have attracted the attention of many researchers [10-14]. Accordingly, there have been proposed many 
metaheuristic algorithms inspired from almost different phenomena in the nature, math, or physics such as 
particle swarm optimization (PSO) [15], bat algorithm (BA) [16], gravitational search algorithm (GSA) [17] and 
sine cosine algorithm (SCA) [18]. Also, with increasing the number of variables and complexity of the problems, 
the high dimensional problems are an emerging issue, and recently some metaheuristic algorithms such as 
conscious neighborhood-based crow search algorithm (CCSA) [19] have been proposed for solving large-scale 
optimization problems. The metaheuristic algorithms are known for their ability in finding near-optimum 
solutions for optimization problems within a reasonable time. However, the original version of these algorithms 
are suitable for continuous problems, and cannot be directly applied to binary problems [20].  

Sine Cosine Algorithm was recently proposed to solve continuous optimization problems and used two 
trigonometric functions sine and cosine. To our best knowledge, the SCA has been utilized in different 
applications [21-23], and even hybridized with some other optimization algorithms [24, 25]. The SCA operates 
on the continues search space and cannot be performed on problems with discrete search space; thus, it needs to 
be developed in order to apply in the binary spaces. In this paper, a wrapper-based binary Sine Cosine Algorithm 
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(SCA) named WBSCA is proposed for feature selection. This algorithm has an SCA-based search behavior in 
continuous space, while uses an erf function to calculate the position of solutions in binary space. Therefore, in 
WBSCA, each solution has two position vectors with real and binary representation. 

The rest of the paper is organized as follows: in Section Ⅱ, related works on feature selection are reviewed. 
The proposed algorithm is introduced in Section Ⅲ. The experimental results are demonstrated in Section Ⅳ. 
Finally, Section Ⅴ concludes the work and suggests for future works. 

II. RELATED WORKS 

Feature selection is an important preprocessing task, which aims to improve the classification accuracy by 
eliminating the redundant, irrelevant, and noisy features from datasets. Using a stochastic search approach like 
metaheuristic algorithms to explore a large portion of the search space and exploit near-optimal solutions is a way 
to tackle feature selection. Recently, population-based metaheuristic algorithms have been proposed and applied 
on feature selection and shown improved results. For instance, ant colony optimization (ACO) [26], which 
mimics the foraging behavior of ants, has been employed as a wrapper feature selection method [27]. Bat 
algorithm (BA) is another recent algorithm that has been successfully used in feature selection problem [28]. 
Gravitational search algorithm (GSA), which is based on Newton’s law of motion and gravitation, has been 
employed as a wrapper feature selection [29]. Whale Optimization Algorithm (WOA) [30] is another recent 
algorithm that mimics the social behavior of humpback whales was used as a wrapper feature selection method 
[31]. Dragonfly algorithm (DA) [32] is another recent metaheuristic algorithm has been applied on feature 
selection problem [33]. 

III. WRAPPER-BASED BINARY SINE COSINE ALGORITHM (WBSCA) 

In WBSCA, a population of solutions is randomly created within the continuous search space. Then, the SCA 
is used to search the continuous space for the best solution, in order to move other solutions toward it. The 
position updating of solutions is done by Eq. 1. 

where Xi
t is the value of i-th dimension of the current solution at iteration t, Pi

t is the position of the best solution 
in i-th dimension and t-th iteration. α, β, and σ are random numbers, in which α, σ are in [0, 1] and β is in [0, 2π]. 
The controlling parameter α is calculated by considering the maximum iterations T, the current iteration t, and a 
constant value a as shown in Eq. 2.  

In the proposed algorithm, each solution with a real-valued position vector needs to have a binary-value 
position vector. The position vector is represented as an array of length N, where N is the total number of features 
in the dataset. Therefore, each solution has two position vector, which the binary position vector is a map of the 
real-valued vector. An example of these representations is shown in Fig. 1. 

 

 

 

 

 

 

Figure 1.  An example of mapping procedure 

The real-valued positions are mapped into binary-values in two steps by using the probability and update 
equations. In the first step, the erf function, where erf is the Gauss error function, is utilized for calculating the 
probability of changing the solution’s positions by Eq.3.  Then, the updating position equation is employed to 
update the binary position vector of each solution, as shown in Eq. 4. 
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Then, found solutions are mapped into binary solutions, in order to find the best feature subset combination. 
The best combination is the one which has the maximum classification accuracy and the minimum number of 
selected features. The fitness of each solution calculates by Eq. 5 and assigns to each real-valued solution. 

where γR (D) is the classification error rate of feature subset R, |S| is the number of selected features, |N| is the 
total number of features in the dataset, α and β are two parameters related to the importance of accuracy and 
number of selected features, α [0,1] and 𝛽 = 1 - α [33]. 

IV. EXPERIMENTAL EVALUATION 

A. Datasets and parameter settings 

In this section, the performance of WBSCA is evaluated and compared to other binary algorithm exists in the 
literature. For the evaluation process, the experiments are performed on seven datasets. Table Ⅰ shows the used 
datasets, which are from the UCI repository [34]. Each dataset is split into %80 for training and %20 for testing. 
All the experiments were repeated for 30 runs to obtain meaningful results. In this work, the k-nearest neighbor 
classifier (KNN) is used to indicate the classification error rate of the selected feature subset with k=5. All the 
experiments are performed on PC with Intel Core(TM) i7-3770 3.4GHz CPU and 8.00 GB RAM using 
MATLAB 2014 software. 

TABLE I.  STATISTICAL INFORMATION OF THE DATASETS 

Dataset No. of features No. of instances No. of classes 

Iris 5 150 3 
Glass 10 214 7 
Exactly 14 1000 2 
Exactly2 14 1000 2 
Zoo 17 101 7 
Waveform 22 5000 3 
Sonar 61 208 2 

The proposed WBSCA is compared with BBA, BGSA, and BDA. The initial and specific parameters of each 
algorithm are reported in Table Ⅱ and can be found in the given references. In order to have a fair comparison, all 
the algorithms use the same initial settings. Each algorithm is randomly initialized with the population size, and 
the number of iterations are set to 20 and 300. The α parameter in the fitness function has a value of 0.99.  
Evaluation criteria for all the algorithms are considered as average classification accuracy and number of selected 
features. 

TABLE II.  PARAMETER SETTINGS FOR ALGORITHMS 
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Algorithm Parameter Value 

BBA minQ 0 

 maxQ 2 

 A 0.5 
 r 0.5 

BGSA 0G 100 

WBSCA a 2 
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B. Numerical results 

In this section, the results of the proposed algorithm, WBSCA, is compared with other state-of-the art binary 
metaheuristic algorithms which are widely used to solve the feature selection problem. Table Ⅲ outlines the 
result of BBA, BGSA, BDA, and WBSCA based on the average and standard deviation of the accuracy. Note that 
the best results are highlighted in bold. As per results reported in Table Ⅲ, the WBSCA algorithm provides the 
competitive or even better results on used datasets. It achieves the maximum accuracy on Iris, Glass, Exactly2, 
Zoo, and Waveform in comparison to other algorithms, while on Exactly, and Sonar competes with BGSA, and 
BDA. 

TABLE III.  THE PROPOSED ALGORITHM VS OTHER BINARY METAHEURISTIC ALGORITHMS BASED ON AVERAGE ACCURACY 

Dataset  BBA BGSA BDA WBSCA 

Iris 
AVE 1.0000 1.0000 0.7867 1.0000 

STD 0.0000 0.0000 0.2657 0.0000 

Glass 
AVE 0.5829 0.5798 0.4000 0.5891 

STD 0.0432 0.0465 0.1407 0.0523 

Exactly 
AVE 0.7703 0.9457 0.8915 0.9380 

STD 0.1092 0.0846 0.2214 0.0785 

Exactly2 
AVE 0.7280 0.7392 0.6107 0.7503 

STD 0.0110 0.0091 0.0926 0.0125 

Zoo 
AVE 0.8633 0.9117 0.7850 0.9183 

STD 0.0320 0.0215 0.2604 0.0278 

Waveform 
AVE 0.8034 0.8191 0.7971 0.8260 

STD 0.0132 0.0083 0.1203 0.0070 

Sonar 
AVE 0.8619 0.8794 0.9690 0.9127 

STD 0.0392 0.0207 0.0199 0.0157 

In terms of the number of selected features, in Table Ⅳ, the WBSCA obtains the smallest value as same as 
BGSA and BBA in Iris dataset. For the rest of the datasets, although the number of selected features of other 
algorithms is the smallest, they have a great degraded on the classification accuracy. 

TABLE IV.  THE PROPOSED ALGORITHM VS OTHER BINARY METAHEURISTIC ALGORITHMS BASED ON AVERAGE NUMBER OF SELECTED 
FEATURES 

Dataset  BBA BGSA BDA WBSCA 

Iris 
AVE 2.13 1.00 1.00 1.00 

STD 0.94 0.00 0.00 0.00 

Glass 
AVE 3.57 1.53 1.00 1.50 

STD 1.79 1.25 0.00 0.86 

Exactly 
AVE 4.87 7.27 6.00 7.40 

STD 1.74 1.14 0.00 0.97 

Exactly2 
AVE 5.17 6.70 5.73 6.33 

STD 2.29 1.73 2.15 1.88 

Zoo 
AVE 6.23 7.13 6.83 6.60 

STD 2.16 1.11 0.38 1.33 

Waveform 
AVE 7.20 13.40 15.10 14.40 

STD 2.25 2.08 1.94 2.01 

Sonar 
AVE 22.53 27.83 19.30 25.43 

STD 5.24 4.07 3.31 5.69 

V. CONCLUSION 

In this paper, a wrapper-based binary metaheuristic algorithm is proposed to deal with feature selection 
problems. The WBSCA inherits the SCA characteristics to search the continuous space, and it uses a mapping 
procedure in order to calculate the binary-valued position vector for each solution. The performance of the 
proposed algorithm was compared with the well-known binary algorithms in a wrapper-based feature selection 
method on seven datasets from the UCI repository. The experimental results were reported from the two different 
aspects of classification accuracy and the length of the subset features. It reveals that the WBSCA, in terms of 
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classification accuracy, has merit among other binary algorithms. For future studies, it is recommended to use 
WBSCA in different practical applications. Also, it would be interesting to investigate the impact of other 
classifiers like SVM to verify and extend this approach. 
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