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Abstract - Cloud Computing is a technique involving multiple resources being requested by versatile cloud users for allocation of shared resources. The tasks of application requests are allotted to virtual machines (VMs). In different situations, different machines get different load. So, load balancing becomes necessary among different VMs. A decentralized load balancer is used to identify the best number of tasks to be allocated to each VM. During load allocation to VM, for execution of tasks, the most optimal VM is identified for the load which is best capable of handling the task. The cloud user’s application task is then mapped onto that VM to reduce the energy consumption and total execution time. In this paper, decentralized load balancing technique is used to distribute the load on each virtual machine which is enhanced using particle swarm optimization (PSO) which is a swarm based heuristic optimization technique. Moreover, the results are analyzed and compared with centralized load balancer for energy efficiency and throughput parameters.
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I. INTRODUCTION

Cloud computing is a budding technology that provides access to computing resources similar to utility services like water and electricity services. Cloud computing provides various computing services with high degree of flexibility to address user’s requirements. The services provided by cloud computing paradigm are on pay-as-you-go basis. These services mainly enhance large scale business processes and scientific applications without being apprehensive about investment in infrastructure, licensed software, maintenance and management of hardware/software [1]. Cloud computing is based on virtualization technology which incorporates the creation of virtual machines (VMs) running on multiple physical machines. Virtualization allows efficient utilization of cloud resources while reducing the overall power consumption, cost, time and other infrastructure.

A cloud environment is complex and heterogeneous due to unpredictable resource requests [2]. It is a challenging task to get accurate information about the state of the system. As the huge set of resources are shared, so complex policies are used to manage them. The various factors which affect the management of resources in cloud computing are performance, functionality and cost [3]. Due to its versatile and extensive use, Cloud computing has been growing popular among end users and corporate world. However, beyond these advantages, the cloud computing technology suffers many problems which need to be resolved to cultivate best from its profits. Load balancing is one of these issues which plays an important role in growth of this emerging technology and needs to be addressed [4]. Cloud service providers are responsible for providing cloud services using pay-per-use model with cost benefits to its customers. Various large scale popular applications such as social networking sites, E-commerce etc. can provide benefit in terms of minimal costs through using cloud computing which provides as internet based computing services. These services are provided by cloud infrastructure providers that consider the user’s requirement and provide them services based on parameters like...
Load Balance, Quality of Service (QoS) and other factors which directly affect the consumption of cloud resources by users.

II. TASK SCHEDULING IN CLOUD

The available resources should be utilized efficiently without affecting the service parameters of cloud. Task scheduling is an important research area in cloud computing which has involved great attention of researchers. Different scheduling algorithms running in cloud environment have been proposed [5]-[7]. However, most task scheduling algorithms that have been proposed are based on an optimization algorithm. Scheduling process in cloud involves 3 steps:

1. Resource discovering and filtering: In this phase, the resources present in the cloud infrastructure are discovered by the data center broker who further collects information relating to them.

2. Resource selection: In this process, the target resource is selected on the basis of certain parameters of resources and tasks.

3. Task submission: During this phase, the task is mapped onto the selected resource.

Various entities involved in task scheduling in cloud computing are:

- **Cloud User**: They refer to the end users who send application requests to cloud. The cloud services are provided to them.
- **Data center Broker**: They intermediate between the data centers and the end users. The broker is responsible to maintain the entire resource information of the cloud datacenter and to manage the resources efficiently. Its purpose is to store the data for remote user.
- **Cloud Information Services**: It is the platform where virtual directory or information regarding the services provided to the end users by cloud service providers is maintained. The data center broker refers to this directory while allocating the resources to the end user. The services list is accessed from these virtual directories (figure 1).
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III. LOAD BALANCING

Load balancing techniques are used to make sure that each machine in the cloud datacenter performs approximately the equal number of tasks at any point of time [6]. The dynamic workload of the cloud is distributed evenly among the nodes available for processing. For this, load balancing is done. However, the load can refer to CPU utilization, memory or storage usage or it can network load. The objective is to distribute the load among machines evenly to improve the overall performance task execution over cloud resources (processing power, memory, network and storage). The load is evenly distributed among machines to avoid the situations of overloading and underloading VMs. Techniques are required to optimally manage huge cloud data and streamline the load across machines of data centers so as to achieve high efficiency. Load Balancing techniques are categorized as in figure 2.
A. Static and Dynamic Load Balancing Techniques

A number of load balancing techniques have been proposed by researchers. Cloud computing environment can be static or dynamic depending on how the cloud is configured by cloud developer as per the demand of cloud service provider. Static environment consist of homogeneous resources without any flexibility with previous knowledge about cloud resources like CPU power, memory, storage available along with the initial details of the user’s requirements which remain fixed throughout the execution. While in dynamic cloud environment the resources are heterogeneous, flexible and dynamic. The runtime load information can change the scheduling decisions and demands dynamic load balancing. Similarly, load balancing algorithms also behave differently in static and dynamic environments. Load balancing techniques used in static cloud environment cannot be applied in dynamic cloud environment that demands load changes during execution. Majority of load balancing techniques in cloud computing are dynamic because of the varying user requirements and resource heterogeneity in cloud environment [3-5][8].

B. Centralized Load Balancing Techniques

Under this technique, the scheduling and load allocation decisions are taken by a single node (central node). This central node acts as a master which distributes the workload of incoming requests among the slave nodes by considering the information of cloud resources. It can work in static or dynamic cloud environment following the corresponding load balancing technique. The central (master) node executes the load balancing algorithm while other nodes interact with the central node. This technique takes minimum time to analyse the cloud resources, however, the central node can act as a single point of failure with high overhead of managing the entire workload among available nodes. Commonly used static algorithms following the centralized load balancing approach are Round Robin [3], MaxMin [5], MinMin [5], and Central Manager Algorithm [8].

C. Decentralized load balancing technique

This technique depends on previous information about the application which is static in nature and the VM workload. Distributed algorithms are best suitable for consistent and stable environments where requests and resources do not change. It does not consider the current state of system but considers factors like processing power, storage capacity, memory usage and recent information about the system performance. Distributed algorithms are based on master – slave concept and before starting the execution, the performance of processor is determined [9-11].
D. Virtual Machine (VM) Migration

Load balancing is used to avoid wastage of resources when machines are underutilized below their capacity. When a large number of requests are targeted to a single Virtual or physical Machine then it gets overloaded with workload above its capacity. This results in increased response time of the applications. This problem can be solved by migrating tasks from one VM (highly loaded) to another which is lightly loaded. Thus the resources are managed automatically in cloud environment. In [12], a distributed data center is used to manage the resources dynamically in cloud environment. A node agent is used to keep track of the resource utilization by each VM of a local data center. Then the migration among VMs of the datacenter is decided after the communication between the local agent and the global agent. However, minimum migrations are to be done since it incurs cost in terms of memory utilization when VMs are migrated from one location to another. So, either minimum or no VM migrations must be involved during load balancing. This problem is solved in [13] which use a genetic algorithm based on both present state and previous data about the system.

In present work, decentralized approach is used for managing the cloud workload (independent tasks) in an energy-efficient manner. To achieve optimized results of load balancing, Particle Swarm Optimization technique is applied in order to minimize the active resources of the data center, thereby increasing and decreasing energy consumption and while avoiding overloading and under loading of VMs.

IV. RELATED WORK

Hongsheng Su (2007) et al. presented a proper balance of overall load over the available resources in cloud computing paradigm. Authors minimized time and cost involved during execution of tasks on cloud model. Many existing algorithms provide load balancing and better resource utilization [4]. Kaur A. & Kaur B. proposed Hybrid approach based resource provisioning and load balancing framework for workflows execution [19]. The proposed approach optimizes the utilization of VMs by uniformly distributing the load. Pankaj Arora [8] jet al. solved cloud workflow based scheduling problem by proposing a Set-Based Particle Swarm Optimization technique in which users define various QoS parameters like reliability, deadline and budget constraints. Srushti Patel et al. proposed a technique for task scheduling and load balancing in multi-processor systems using PSO algorithm which minimize the makespan and improve average utilization of processors in an optimized way [3]. S. Devipriya et al. [13] proposed an algorithm which is based on particle swarm optimization algorithm for reducing the cost and time. They used non-virtualized environments while performing data migration, but these methods are not applicable to cloud environment. S. Thamarai Selvi et al. [3] proposed and implemented a technique of dynamic dispatching system for Cloud Computing Environment based on Particle swarm optimization (PSO). Their experimental results show an improvement in efficiency and utilization of dispatched resource during scheduling in cloud environment [3].

A new framework is proposed by Gulshan Soni et al. that provides power aware, scalable, energy efficient Cloud computing architecture using variable resource management, power-aware scheduling techniques, and live migration with minimized VM design [14]. Vedang Shah et al. [15] proposed a hybrid Particle Swarm Optimization (HPSO) whose results show improvement in execution ratio and decrease in average schedule length. M. Sridhar et al. [16] proposed a Distributed Dynamic and Customized Load Balancing (DDCLLB) algorithm to handle the arriving user’s requests dynamically (as in Amazon EC2 instances). The authors consider CPU utilization of the running instances of EC2 carried out load balancing and also provide elasticity while serving the requests [16]. Ms. Kunjal Garala et al. [17] presented a decentralized technique for energy efficiently managing the VMs along with scalability aspect while provisioning the resources in large enterprise clouds. Each node perform its operation autonomously. A distributed set of load balancing rules are used by each node while managing its workload. Nodes which are underutilized, migrate their workload to other neighbours which can easily handle it within their load constraints. Here, nodes are follow hypercube topology. Then the nodes whose workload has been migrated to other nodes are switched off. Hence, reducing the power consumption and efficiently utilizing the energy resources. Azade Khalili et al. [18] improved makespan time of Particle Swarm Optimization (PSO) algorithm. Authors used PSO with dynamic scheduling with variable inertia weights in cloud environment to minimize makespan. The tasks are mapped and scheduled so that assigned task run on the available resources which helps to maximize resource utilization and minimize the make span. Their results show a linear descending inertia weight with an average of 22.7% reduction in make-span [18]. While tasks are migrated from one VM to another, it incurs cost in terms of time, memory and communication cost. Geng Yushui et al. [9] tried to reduce this migration cost in terms of time. Kaur A. & Kaur B. proposed Hybrid approach based resource provisioning and load balancing framework for workflows execution [19]. The proposed approach optimize the utilization of VMs by uniformly distributing the load. [20] addressed the problem of overflow and underflow VM management and identifies which load balancing better improves the performance and quality of service has been answered with a number of experiments.
V. METHODOLOGY

Cloud provides access to unlimited resources in the form of software, infrastructure and platform for further developing and deploying new software. In this paper cloud infrastructure as a service (IAAS) model has been undertaken from service provider point of view. The request from the cloud clients for resources (especially computing resource) are received by cloud hypervisor (VM monitor) which allocates the available VMs to the requests. The resources are allocated in terms of virtual machines having processing power, memory and storage of physical machine. The present load on each VM is checked and the request (task) is allocated to the machine with minimum threshold load. If the VM is overloaded its load is shifted to other VMs (which are not overutilized). Similarly, the load of underutilized VMs is shifted to other machines and later turned off after migration of their load to other machines to reduce energy consumption and increasing throughput (figure 4).

The decentralized load balancer is responsible for allocating the resources to the tasks. The load balancing is further optimized using PSO technique whose convergence rate is faster than other optimization techniques. The results of power consumed in the entire process from resource allocation to load balancing are compared with the traditional centralized approach for validation of the work.

VI. RESULTS AND DISCUSSIONS

To evaluate and analyze various parameters for achieving load balancing using decentralized approach with PSO, CloudSim tool has been used. Energy consumption and throughput results show that decentralized load balancing approach using PSO is better than centralized load balancing approach. Each VM has a maximum capacity to accept the load with defined buffer for temporarily storing the incoming requests. The VM is considered overloaded when this queue is filled and it is no more capable of accepting incoming request. On the other hand, the machine is under-loaded when its load is less than the maximum capacity that it can undertake. The process of migrating the request from one machine to another for avoiding the VM of the system from being overloaded and hence, reducing power consumption by shifting the load of two or more virtual machines to one or more machine(s)lightly loaded machines and setting the machine whose load is shifted to power safe/sleeping mode. Thus improving the throughput and resulting in energy efficiency. The energy utilized by
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Figure 4. Methodology
PSO based decentralized technique shows that less energy is required for load balancing in comparison to the centralized technique. There is an improvement around 18% (Figure 5).

Figure 5. Energy Consumption

Figure 6. Throughput

In comparison to the centralized, the distributed (PSO) shows better throughput during execution of tasks (figure 6).

VII. CONCLUSION AND FUTURE SCOPE

The results of energy consumed and throughput achieved of decentralized load balancing technique using Particle Swarm Optimization Algorithm are better than the centralized load balancing technique. The load is distributed and balanced among VMs with minimum VM migration and achieving high resource utilization and throughput.

Current research work is based on PSO using which best possible solution is being identified. This PSO based decentralized load balancing technique imparts better results in comparison to centralized load balancing technique. As future work, dynamic Load balancing can be analyzed for further enhancements using Artificial Bee Colony Algorithm (ABC) and BAT optimization techniques. The parameters like scalability, reliability, node functioning can be enhanced by various dynamic load balancing algorithms.
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