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Abstract— There are many constraints in solving the engineering optimization problems, through which 
finding a feasible solution is a challenging task. Although researchers have proposed some effective 
algorithms to cope with this challenge, most of their proposed algorithms suffer from the low diversity of 
the population and trapped by the local optima. In this paper, an enhancement of the bernstain-search 
differential evolution algorithm named EBSD is developed to solve the constrained engineering problems. 
In the EBSD, the trial pattern vector is improved, and the Chebyshev chaotic map is used to increase the 
diversity of the population. The EBSD algorithm is evaluated by four constrained engineering design 
problems, including pressure vessel, welded beam, tension/compression spring, and three-bar truss. In all 
experiments, EBSD is compared by the state-of-the-art swarm intelligence algorithms: CLPSO, DE/BBO, 
EEGWO, WDE, ChOA, and BSD. The experimental results show that the EBSD algorithm is very 
competitive compared to the state-of-the-art algorithms to solve these constrained engineering problems. 

Keywords - Optimization; Metaheuristic Algorithms; Swarm intelligence algorithms; Bernstain-search 
differential evolution algorithm; Engineering design optimization problems. 

I. INTRODUCTION 

Metaheuristic algorithms belong to a family of approximate algorithms that have been developed for a wide 
range of applications such as medical [1-3], engineering [4-7], and the tourism industry [8]. These algorithms 
provide a near-optimal solution in a reasonable time without having to adapt to each problem deeply. Metaheuristic 
algorithms are inspired by mimicking biological or physical phenomena to solve the optimization problem. The 
metaheuristic algorithms are mostly classified into single-solution-based and population-based search algorithms 
[9, 10]. The single-solution-based search algorithms are mostly exploitation oriented and manipulate a single 
solution during the search process [9, 10]. The most popular single-solution based search algorithms are simulated 
annealing (SA) [11], tabu search (TS) [12], iterated local search (ILS) [13] and guided local search (GLS) [14]. 
These algorithms suffer from shortcomings, such as slow convergence and local optima trapping [9, 15]. On the 
other hand, the population-based search algorithms are mostly exploration oriented to evolve the population of 
solutions using meaningful search strategies. These algorithms have been extended and used more than single-
solution-based algorithms. Then, the population-based search algorithms can be broadly classified into two 
categories: swarm intelligence (SI) and evolutionary algorithms (EA) [10, 16].  

Swarm intelligence (SI) algorithms originated from the social behavior of species such as birds [17, 18], aquatic 
animals [19], terrestrial animals [20-22], and insects [23-26] in nature. Particle swarm optimization (PSO) is a 
pioneer contribution, originally developed by Kennedy and Eberhart [27], as a solution methodology to continuous 
nonlinear problems. It evolves particles (search agents) using the local and global search strategies to find the best 
promising area. Another popular SI algorithm is ant colony optimization (ACO) [23] that is proposed for solving 
discrete computational problems and is widely used in different real-world applications [19, 25, 28, 29]. The SI 
algorithms are more prevalent in engineering applications due to do not require gradient information, and also they 
proposed effective operators for bypassing the local optima [9, 16]. In the last years, many real-world problems 
have been solved using SI algorithms such as early diagnosis of coronary artery disease [30], breast cancer diagnosis 
[31], and automatic classification of brain strokes in CT images [32]. The SI algorithms were adapted by utilizing 
transfer functions [33] to solve various discrete optimization problems [31, 34, 35]. Meanwhile, evolutionary 
algorithms (EA) were inspired by Darwin's evolutionary theory of biological evolution. In EA algorithms, the 
population is randomly initialized using a uniform distribution in the search space, and then the trial vectors are 
generated by the recombination and mutation operators. Genetic algorithm (GA) [36], evolution strategy (ES) [37], 
and differential evolution (DE) [38] are the well-known EA algorithms. The recent and effective EA algorithms are 
bernstain-search differential evolution (BSD) [39], weighted differential evolution algorithm (WDE) [40], and 
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effective multi-trial vector-based differential evolution (MTDE) [41]. Stagnation and diversity are two issues that 
significantly affect the performance of metaheuristic algorithms. In stagnation, the search strategies cannot generate 
a better solution forever, and the population cannot converge to the point [42]. Effective operators and meaningful 
search strategis enhance the population diversity and accelerate the convergence rate over the populations to a 
promising area. Over the years, considerable approaches have been developed to overcome the problem of 
stagnation and increasing diversity by enhancing search strategies, population structures, and communication 
topology. Some of these developments are successful to increase diversity, such as the grey artificial bee colony 
algorithm (GABC) [43], conscious neighborhood-based crow search algorithm (CCSA) [16], and diversity 
enhanced PSO with neighborhood search (DNSPSO) [44].  

One of the essential applications of swarm intelligence and evolutionary algorithms is to solve engineering 
design optimization (EDO) problems. The EDO problems have different natures of objective functions, decision 
variables, non-linearity, and non-convexity of the constraint functions. The objective function is the essential 
component of an optimization problem that satisfies all problem constraints by choosing optimal decision variables. 
Each EDO problem has two types of restrictions, directly and indirectly, related to decision variables [15]. The 
direct constraints restrict the possible value of the decision variables in the specific range, but the indirect constraint 
the restrictions are defined in terms of formulas [15]. Thus, the constrained EDO problem is defined as an 
optimization process to find an optimal feasible solution that satisfies all the constraints. These problems aim to 
maximize or minimize the corresponding objective function. Assume S is the D-dimensional search space limited 
between lower (l) and upper (u) boundaries with q objective function. The parameter Ω denoted the feasible region 
in this search space such that Ω ⊆ 𝑆. A solution with n decision variables in the feasible region Ω indicated as 𝑥 ሬሬሬ⃗ ൌ
𝑥ଵ, 𝑥ଶ, … , 𝑥. Generally, the constrained EDO problem is formulated by Eq. (9). In this equation, the restrictions 
𝑔൫𝑋 ሬሬሬ⃗ ൯ and ℎ൫𝑋 ሬሬሬ⃗ ൯ are the value of j-th equality and inequality constraint, respectively. The parameters q and m are 
the number of equality and inequality constraints. With increasing complexity, these problems' search space is 
spotted with fragmented feasible regions [15]; hence, effective methods need to avoid infeasible decision variables 
and locally optimal possible areas [15, 45]. Several methods are proposed to prevent infeasible decision variables, 
such as removing, refinement, and penalty functions. The removal method eliminates each possible solution that 
does not satisfy the constraints. The refinement method refines infeasible solutions to render them feasible solutions 
to reach the globally optimal feasible region. The penalty functions add a penalty function to the objective function 
[15].  

𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒        F൫𝑋 ሬሬሬ⃗ ൯,   𝑋 ሬሬሬ⃗ ൌ ሺ𝑥ଵ, 𝑥ଶ, … , 𝑥ሻ ∈ 𝑅             𝑙  𝑥  𝑢     

(9) 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ൝

𝑔൫𝑋 ሬሬሬ⃗ ൯  0         𝑗 ൌ 1, 2, … , 𝑞

ℎ൫𝑋 ሬሬሬ⃗ ൯ ൌ 0     𝑗 ൌ 𝑞  1, … , 𝑚
 

Although researchers have proposed effective algorithms to cope with this challenge, most of their proposed 
algorithms are trapped by the local optima. In this paper, an enhancement of the bernstain-search differential 
evolution algorithm named EBSD is developed to solve the constrained engineering problems. The proposed EBSD 
is evaluated using four engineering design problems for solving EDO problems. Furthermore, the obtained results 
were compared with the state-of-the-art SI and EA variants to prove the superiority of the EBSD algorithm over 
the contender algorithms in solving EDO problems. The experimental results show that the EBSD algorithm can 
achieve an optimum solution, thus improving solutions to reach the globally optimal feasible region and accelerate 
the convergence rate. The rest of the paper is organized as follows. Section II reviews the related algorithms for 
solving EDO problems. Section III describes the standard bernstain-search differential evolution algorithm (BSD). 
Section IV proposes the enhancement of bernstain-search differential evolution (EBSD) algorithm for solving EDO 
problems. The experimental evaluations are described in Section V. The conclusion is given in Section VI. 

II. RELATED WORKS  

Engineering Optimization promotes optimization techniques to achieve design or other goals in engineering 
[46-51]. Engineering design optimization (EDO) deals with different types of constraints that modify the shape of 
the search space. During the last decades, a wide variety of algorithms has been proposed based on gradient and 
non-gradient information to find reasonable solutions for solving EDO problems. The gradient-based information 
algorithms cannot differentiate between the local and global optima; hence they easily trap into local optima. The 
non-gradient based information algorithms (or metaheuristic) approximate the feasible solutions accurately, and 
their useful search operators are less likely to be trapped into the local minima. Metaheuristic algorithms proposed 
for solving EDO problems, based on inspiration, are mainly investigated in two different groups swarm intelligence 
(SI) and evolutionary (EA) algorithms. In the following, the state-of-the-art algorithms for solving EDO problems 
are reviewed. 
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A. Swarm intelligence algorithms to solve EDO problems  

Recently, numerous SI algorithms have been proposed and improved in solving engineering problems. In this 
regard, some of the most proposed algorithms are whale optimization algorithm (WOA) [19], ant lion optimizer 
(ALO) [24], grey wolf optimizer (GWO) [22], crow search algorithm (CSA) [18], queuing search (QS) [52], and 
mine blast algorithm (MBA) [53]. Recently some improvement algorithms are proposed to increase the efficiency 
of canonical algorithms, such as improved grey wolf optimizer (IGWO) [6], Sine cosine grey wolf optimizer (SC-
GWO) [54], cuckoo search and differential evolution (CSDE) [4], improved fruit fly optimization algorithm (FOA) 
based on the linear diminishing step and logistic chaos mapping (DSLC-FOA) [55], improved accelerated particle 
swarm optimization algorithm (IAPSO) [5], exploration-enhanced GWO (EEGWO) [21], improved vector PSO 
(IVPSO) [56]. Sayarshad used the bees algorithm (BA) for solving the material handling equipment (MHE) 
problem [57]. Many search strategies are developed to increase the efficiency of the canonical algorithms for 

solving constrained optimization problems. He and et al. proposed a co-evolutionary particle swarm optimization 
approach (CPSO) [45] for constrained optimization problems. In the CPSO, two kinds of swarms interactively 
evolved the population of solutions. Furthermore, multiple swarms are used to search for a promising area, and a 
single swarm is performed for evolving penalty factors during the optimization process. Ray and Liew [58] 
presented a swarm optimization algorithm with a multilevel information sharing methods to deal with constraints. 
Cagnina et al. [59] introduced a simple constraint particle swarm optimization (SiC-PSO) algorithm to solve the 
constrained EDO problems. 
B. Evolutionary algorithms to solve EDO problems 

Evolutionary algorithms are an efficient scheme to solve EDO problems. The performance of evolutionary 
algorithms using different constraint handling methods is investigated by Runarsson and Yao [60]. They proposed 
a stochastic ranking (SR) in the evolution strategy (ES) to balance the objective and penalty functions. Hamida and 
et al. [61] proposed the adaptive segregational constraint handling evolutionary algorithm (ASCHEA) for 
constrained optimization problems. A population-level adaptive penalty function is presented in the ASCHEA 
algorithm to address the constraints [61]. The simple multi-membered evolution strategy (SMES) [7] used a 
diversity mechanism based on infeasible solutions instead of a penalty function. The GA algorithm is a powerful 
optimization technique, and many variants of GA have been applied to a wide range of engineering optimization 
problems [62-64]. The PSO-GA is a new hybrid algorithm of SI and EA families for solving constrained 
optimization problems. In the PSO-GA [65] algorithm, the population of particles operates in the direction of 
improving the vectors using a modification of genetic operators. The multi-trial vector-based differential evolution 
(MTDE) [41] was proposed by Nadimi et al. for solving global optimization problems, and the applicability of 
MTDE is evaluated for solving the EDO problems. 

III. BERNSTAIN-SEARCH DIFFERENTIAL EVOLUTION (BSD) ALGORITHM  

This section's conceptual description of the bernstain-search differential evolution (BSD) [39] algorithm is 
provided in detail. The BSD algorithm belongs to the family of a universal differential evolution algorithm (uDE) 
with such properties as easily controllable, simple structured, non-recursive, highly efficient, fast, and practically 
parameter-free [39]. The BSD algorithm proposed a bijective mutation and crossover operators without any 
control-parameter tuning process. The crossover process is controlled randomly by using Bernstein polynomials.  
This algorithm uses different random number generators to generate evolutionary step size and produce efficient 
trial vectors using the span pattern vector and the best-obtained solution. The step-wise procedure for the 
implementation of the BSD algorithm is given as follows.  

 Step 1: Randomly distributing N individuals in the search space  

In the BSD algorithm, the candidate solutions are assumed as pattern vectors in the D dimension search 
space. As the Eq. (1) N distinct individuals are randomly distributed in a D dimensional search space 
between the upper (up) and lower (low) bounders. 

Pi,j  ൌ U (lowj , upj ),              1 ≤ i ≤  N,          1 ≤  j ≤ D (1) 

 Step 2: Evaluate the fitness (objective) function of the pattern vectors 

The fitness value for each pattern vector fitPi is computed by inserting the decision variable values into the 
fitness function of the corresponding problem. 

 Step 3: Set the best pattern vector  

The best pattern vector in individuals is considered a global solution and defined by Eq. (2). In this equation, 
the parameters solP and bestP are the best pattern vector's solution and best fitness function, respectively. 

 

 

  [solP, bestP ] = [ fit P(γ) , P (γ) ] | fit P(γ) = min (fitP ) | 1 ≤ γ ≤ N  (2) 

Hoda Zamani et al. / International Journal of Computer Science Engineering (IJCSE)

ISSN : 2319-7323 Vol. 9 No. 6 Nov-Dec 2020 388



 Step 4: Compute the crossover ratio 

The crossover ratio is determined using Eq. (3). In this equation, the initial value of parameter M (i =1: N, j=1: D) 

is equal to 0. The parameter 𝜌 is computed using 2-nd degree Bernstain polynomials defined by Eq. (4). 

 Step 5: Compute the evolutionary step size 

The evolutionary step size is defined using parameter F and is calculated by Eq. (5). In this equation, the 
parameters η∼U (0, 1), and λ∼N (0, 1) generate a new value using uniform and normal distribution in each 
dimension, respectively, and (ꞏ, ꞏ) sized all-ones matrix Q (ꞏ, ꞏ) = 1. 

 Step 6: Generate the BSD's trial pattern vector 

The trial pattern vector (Ti) for the i-th individual is generated using Eq. (6). In this equation, the parameter 
E is computed by Eq. (7)  

 Step 7: Check the feasibility of the new trial pattern vector 

In each generation, the feasibility of the new trial pattern vector of each individual is checked. If the new 
position is feasible, the individual updates its position. Otherwise, the trial pattern vector of individuals is 
updated using Eq. (8).  

𝑇 ൌ  𝑙𝑜𝑤   𝛿 . ൫𝑢𝑝 െ 𝑙𝑜𝑤൯        𝑇 ൏ 𝑙𝑜𝑤 𝑜𝑟 𝑇 ൏ 𝑢𝑝,       𝛿~ 𝑈ሺ0, 1ሻ (8) 

IV. ENHANCEMENT OF BERNSTAIN-SEARCH DIFFERENTIAL EVOLUTION (EBSD) ALGORITHM 

In this section, the enhancement of bernstain-search differential evolution (EBSD) is presented to solve 
engineering design optimization (EDO) problems. The BSD algorithm suffers from a loss of diversity that leads to 
premature convergence to the local optima. Therefore, the EBSD algorithm is proposed to overcome the premature 
convergence of the canonical BSD algorithm. In the proposed EBSD algorithm, the trial pattern vector is computed 
by Eq. (9) enriched by our proposed parameters G,  and Pr. The Chebyshev chaotic map determines the value of 
G by Eq. (10), the parameter  is computed by Eq. (11), and Pr is the random position in the search space. The 
flowchart of the proposed EBSD algorithm is shown in Fig.1. In Eq. (11), the parameters t and MaxIt are the current 
and maximum iteration, respectively. 

𝑇 ൌ G ൈ ሺ𝐵𝑒𝑠𝑡 െ 𝑃ሻ  𝐹 ൈ  𝑀 ൈ ሺ𝛽 ൈ 𝐸  ሺ1 െ 𝛽ሻ ൈ 𝐵𝑒𝑠𝑡  𝑃୰ െ 𝑃ሻ         (9) 

G ൌ cos ሺi ൈ 𝑐𝑜𝑠ିଵሺGሻሻ                          (10) 

 ൌ 2 ൈ exp ሺെሺ
ସ ൈ௧

ெ௫ூ௧
ሻଶሻ   (11) 

𝑀ሺ,௨ ሺଵ:⌈ఘ.⌉ሻሻ ൌ 1                           u ൌ Permutation ሺሾ1 : Dሿሻ  (3) 

Switch     𝜅   

     Case  1      𝜌 ൌ  ሺ1 െ  𝛽ሻଶ         

     Case  2      𝜌 ൌ  2 ൈ  𝛽 ൈ ሺ1 െ  𝛽ሻ 

     Case  3      𝜌 ൌ  2 ൈ  𝛽 ൈ ሺ1 െ  𝛽ሻ  

end                             

(4) 

      β∼U (0, 1), κ= ⌈3. 𝜅ଵ
ଷ⌉, κଵ ∼U [0, 1], κ ∈ U (1 : 3) 

𝐹 ൌ  ൝
ቀൣ𝜂ሺଵ,ଵ:ሻ

ଷ  ൈ   ห𝜆ሺଵ,ଵ:ሻ
ଷ ห൧

ᇱ
  ൈ 𝑄ሺଵ,ଵ:ሻቁ κଶ ൏ κଷ

𝜆ሺே,ଵሻ
ଷ ൈ 𝑄ሺଵ,:ሻ                        κଶ  κଷ

   

 

 

(5) 

𝑇 ൌ 𝑃  𝐹 ൈ  𝑀 ൈ  ሺሺ𝑊∗ሻଷ  ൈ  𝐸  ሺ1 െ ሺ𝑊∗ሻଷሻ ൈ 𝐵𝑒𝑠𝑡 െ 𝑃ሻ        𝑊ሺଵ:ே,ଵሻ
∗ ∼ U ሺ0, 1ሻ  

 

 

(6) 

𝐸 ൌ 𝑤 . 𝑃ଵ  ሺ1 െ 𝑊ሻ . 𝑃ଶ                         𝑊ሺଵ:ே,ଵ:ሻ ∼ U ሺ0, 1ሻ    (7) 

  𝐿ଵ ൌ 𝑃𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 ሺሾ1 ∶  𝑁ሿሻ,    𝐿ଶ ൌ 𝑃𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 ሺሾ1 ∶ 𝑁ሿሻ,     𝐿ଵ ് 𝐿ଶ      
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Figure 1.  Flowchart of the proposed EBSD algorithm for solving constrained engineering design optimization problems 

V. EXPERIMENTAL EVALUATION  

In this section, the efficiency of the EBSD algorithm is evaluated by four minimization constrained engineering 
design optimization problems, pressure vessel, welded beam, tension/Compression spring, and three-bar truss 
problem. Furthermore, the proposed EBSD algorithm was compared with the state-of-the-art swarm intelligence 
and evolutionary algorithms: comprehensive learning particle swarm optimizer (CLPSO) [66], hybrid differential 
evolution with biogeography-based optimization (DE/BBO) [67], exploration-enhanced GWO (EEGWO) [21], 
weighted differential evolution algorithm (WDE) [40], chimp optimization algorithm (ChOA) [20] and bernstain-
search differential evolution (BSD) [39]. All experiments are run on a personal computer with the following 
features: Intel(R) Core(TM) i7-3770 CPU, 3.4 GHz, and 8 GB RAM, Windows 7, the 64-bit operating system using 
the version R2016b of MATLAB programming. Due to the random nature of the algorithms, the EBSD and 
contender algorithms independently were run 30 time, and the common parameters such as population size (N) and 
the maximum number of iterations (MaxIt) were set to 200 and 2000, respectively. 

A. Tension/Compression Spring Problem 

 The tension/compression spring design problem has three nonlinear and linear constraints with three design 
variables wire diameter (d), mean coil diameter (D), and the number of active coils (N). This problem is designed 
to minimize the weight of tension/compression spring by handling the constraints defined in Eq. (12). The 
schematic of this problem shows in Fig.2, and also the obtained results during this competition are reported in Table 
I. These results indicate that the EBSD algorithm outperforms all other algorithms for finding optimal values of 
variables d, D, and N. The convergence rate of the EBSD algorithm for solving tension/compression spring design 
problem is shown in Fig. 3. 
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Consider 𝑥 ൌ ሾ𝑥ଵ𝑥ଶ𝑥ଷሿ ൌ ሾ𝑑, 𝐷, 𝑁ሿ, 

(12) 

Minimize 𝑓ሺ𝑥ሻ ൌ ሺ𝑥ଷ  2ሻ𝑥ଶ𝑥ଵ
ଶ, 

Subject to 𝑔ଵሺ𝑥ሻ ൌ 1 െ
௫మ

య௫య

ଵ଼ହ௫భ
ర  0, 

 𝑔ଶሺ𝑥ሻ ൌ
ସ௫మ

మି௫భ௫మ

ଵଶହሺ௫మ௫భ
యି௫భ

రሻ


ଵ

ହଵ௫భ
మ  0, 

 𝑔ଷሺ𝑥ሻ ൌ 1 െ
ଵସ.ସହ௫భ

௫మ
మ௫య

 0, 

  𝑔ସሺ𝑥ሻ ൌ
௫భା௫మ

ଵ.ହ
െ 1  0, 

Variable range 0.05  𝑥ଵ  2.00,   0.25  𝑥ଶ  1.30, 2.00  𝑥ଷ  15.0 

TABLE I.  RESULTS FOR TENSION/COMPRESSION SPRING DESIGN PROBLEM 

Algorithms 
Optimal values for variables 

Optimum weight 
d D N 

CLPSO 0.0521866216727594 0.368762152224704 10.6314879388538 0.012685839712429

DE/BBO 0.0671321803394291 0.586277295673415 8.16975255260144 0.026870451690880

EEGWO 0.0614938814945025 0.505195423311179 8.17993166957979 0.019447692706730

WDE 0.0636599093934690 0.653637012142558 5.86359900227856 0.020830036326148

ChOA 0.0515584533307910 0.353524600837209 11.5136153275889 0.012699626676001

BSD 0.0517699866230997 0.358660942938636 11.1772435935890 0.012666737362859

EBSD 0.0516454381086322 0.355668856807088 11.3507403444742 0.012665289472899

B. Pressure Vessel Design (PVD) Problem  

The pressure vessel design problem is well-known in the industrial field, with four parameters and four 
constraints. The constrained decision variables in the pressure vessel design problem are included the thickness of 
the shell (Ts or x1), the thickness of the head (Th or x2), inner radius (R or x3), and length of the cylindrical section 
of the vessel (L or x4). In this problem, the objective function should be minimized by satisfying four constraints: 
three linear and one nonlinear, and this function is formulated in Eq. (13). The schematic of the constrained PVD 
problem is shown in Fig. 4. The pressure vessel is optimized with the EBSD algorithm, and the obtained results are 
compared to CLPSO [66], DE/BBO [67], EEGWO [21], WDE [40], ChOA [20], and BSD [39] and reported in 
Table II. This Table shows that the EBSD algorithm can find a low-cost design. The convergence rate of the EBSD 
algorithm is illustrated in Fig. 5. 

Consider xሬ⃗ ൌ ሾxଵxଶxଷxସሿ ൌ ሾTୱ T୦ R L ሿ,  

Minimize fሺxሬ⃗ ሻ ൌ 0.6224xଵxଷxସ  1.7781xଶxଷ
ଶ  3.1661xଵ

ଶxସ  19.84xଵ
ଶxଷ, 

Subject to gଵሺxሬ⃗ ሻ ൌ െxଵ  0.0193xଷ  0, 
(13) 

 gଶሺxሬ⃗ ሻ ൌ െxଷ  0.00954xଷ  0, 

 

Figure 2.  The schematic of the tension/compression spring 
problem 

Figure 3.  The convergence curves of the EBSD algorithm in 
tension/compression spring design problem 
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 gଷሺxሬ⃗ ሻ ൌ െπxଷ
ଶxସ െ

ସ

ଷ
πxଷ

ଷ  1296000  0, 

 gସሺxሬ⃗ ሻ ൌ xସ െ 240  0, 

Variable 
range 

0  xଵ  99, 

 0  xଶ  99, 

 10  𝑥ଷ  200, 

 10  𝑥ସ  200, 

 

Figure 4.  The pressure vessel design problem. Figure 5.  The convergence curves of the EBSD algorithm in 
pressure vessel design problem. 

TABLE II.  RESULTS FOR PRESSURE VESSEL DESIGN PROBLEM 

Algorithms 
Optimal values for variables 

Optimum cost 
Ts Th R L 

CLPSO 0.791745815950072 0.39362390343283 40.8974203635550 192.147531065319 5.933103607984365E+03

DE/BBO 1.30086305203045 1.64796631688201 62.9757926913573 26.0280486087595 1.520217225187381E+04

EEGWO 2.58999204267615 1.00701187435643 97.9097487108382 10 3.198625537262918E+04

WDE 48.4868106513100 88.3483630690864 106.232866002143 19.5114059497321 1.581680402411724E+04

ChOA 1.04375805524499 0.54814029437827 53.2363735879272 77.3302047573049 6.854064418325173E+03

BSD 0.801848403601477 0.39638217623266 41.5320000747373 183.785327667544 5.929041946994261E+03

EBSD 0.780881241079924 0.38599922293360 40.4601679361572 198.052665808410 5.890012647906080e+03

C. Three-bar Truss Problem 

This minimization problem is defined in Eq. (14) with two constrained decision variables x1 and x2. The 
schematic of this problem is shown in Fig. 6. The experimental results are shown in Table III, in which the bold 
value shows the winning algorithm with the best solutions. These results indicate the proposed EBSD algorithm 
can optimize the three-bar truss problem with a minimum solution than the contender algorithms. The convergence 
rate of the EBSD algorithm is plotted in Fig. 7. 

Min 𝑓ሺ�⃗�ሻ ൌ ൫2ඥ2𝑥ଵ  𝑥ଶ൯ ൈ 𝑙, 

(14) 

Subject to 𝑔ଵሺ�⃗�ሻ ൌ √ଶ௫భା௫మ

√ଶ௫భ
మାଶ௫భ௫మ

𝑃 െ 𝜎  0, 

 𝑔ଶሺ�⃗�ሻ ൌ
௫మ

√ଶ௫భ
మାଶ௫భ௫మ

𝑃 െ 𝜎  0, 

 𝑔ଷሺ�⃗�ሻ ൌ
ଵ

√ଶ௫మା௫భ
𝑃 െ 𝜎  0, 

Variable 
range 

0  𝑥ଵ  1, 

 0  𝑥ଶ  1, 

 
𝑙 ൌ 100 𝑐𝑚, 𝑃 ൌ 2

𝑘𝑁
𝑐𝑚ଶ , 𝑎𝑛𝑑 𝜎 ൌ 2 𝑘𝑁/𝑐𝑚ଶ 
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Figure 6.  Three bar truss problem 
Figure 7.  The convergence curves of the EBSD algorithm in three-

bar truss problem 

TABLE III.  RESULTS FOR THE THREE-BAR TRUSS PROBLEM 

Algorithms 
Optimal values for variables 

Optimal weight 
x1 x2 

CLPSO 0.788682377347302 0.408227829082155 2.638958457980573E+02 

DE/BBO 0.781073415199283 0.431779109746533 2.640988343714328E+02 

EEGWO 0.790761722154339 0.402632303723429 2.639244207875771E+02 

WDE 0.515535107819326 0.0156341500434795 2.639297829829848E+02 

ChOA 0.789283868232206 0.406532014487667 2.638963916520235E+02 

BSD 0.788677477421088 0.408241664062184 2.638958433876389E+02 

EBSD 0.788675387136042 0.408247576169568 2.638958433765372E+02 

D. The Welded Beam Design Problem 

This well-known problem is formulated by minimizing the overall cost of welded beam fabrication using three 
constrained decision variables, i.e., the thickness of the weld (h or x1), length of the clamped bar (l or x2), the height 
of the bar (t or x3), and thickness of the bar (b or x4). The fabrication cost of a welded beam is considered as an 
objective and defined in Eq. (15), and also the schematic of this problem is illustrated in Fig. 8. The results are 
tabulated in Table IV and indicate that the EBSD algorithm is superior to the compared algorithms. The 
convergence rate of the EBSD algorithm is illustrated in Fig. 9. 

Consider �⃗� ൌ ሾ𝑥ଵ𝑥ଶ𝑥ଷ𝑥ସሿ ൌ ሾℎ𝑙𝑡𝑏ሿ, 

(15) 

Minimize ሺ𝑓�⃗�ሻ ൌ 1.10471𝑥ଵ
ଶ𝑥ଶ  0.04811𝑥ଷ𝑥ସሺ14.0  𝑥ଶሻ, 

Subject to 𝑔ଵሺ�⃗�ሻ ൌ 𝜏ሺ�⃗�ሻ െ 𝜏௫  0, 

 𝑔ଶሺ�⃗�ሻ ൌ 𝜎ሺ�⃗�ሻ െ 𝜎௫  0, 

 𝑔ଷሺ�⃗�ሻ ൌ 𝛿ሺ�⃗�ሻ െ 𝛿௫  0, 

 𝑔ସሺ�⃗�ሻ ൌ 𝑥ଵ െ 𝑥ସ  0, 

 𝑔ହሺ�⃗�ሻ ൌ 𝑃 െ 𝑃ሺ�⃗�ሻ  0, 

 𝑔ሺ�⃗�ሻ ൌ 0.125 െ 𝑥ଵ  0, 

 𝑔ሺ�⃗�ሻ ൌ 1.10471𝑥ଵ
ଶ  0.04811𝑥ଷ𝑥ସሺ14.0  𝑥ଶሻ െ 5.0  0, 

Variable 
range 

0.1  𝑥ଵ  2, 

  0.1  𝑥ଶ  10, 

 0.1  𝑥ଷ  10, 

 0.1  𝑥ସ  2, 
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Figure 8.  The welded beam problem 
Figure 9.  The convergence curves of the EBSD algorithm in the 

welded beam problem 

TABLE IV.  RESULTS OF THE WELDED BEAM DESIGN PROBLEM 

Algorithms 
Optimal values for variables 

Optimum cost 
h l t b 

CLPSO 0.205648373679504 3.47313938334828 9.03790267620040 0.205723791915902 1.725261786070104

DE/BBO 0.313333731813621 2.79799463025649 7.78407926889794 0.362471191915633 2.583668745036021

EEGWO 0.189579634875795 8.06858666751934 8.39710631128266 0.288452725805553 2.892016948788617

WDE 0.243496501605723 3.46444980272299 7.50783436531566 0.305771508536195 2.155783092880342

ChOA 0.201035484557912 3.59691466012680 9.12453451381718 0.205814056229098 1.750447414674333

BSD 0.205346187751607 3.46980771492620 9.05989449594751 0.205613967305163 1.727298276704067

EBSD 0.205796274208058 3.46947443466481 9.03553427600789 0.205796464889623 1.725138336562238

VI. CONCLUSION 

 Finding an effective solution to solve a constrained engineering optimization problem is a challenging task, in 
which a few of the current metaheuristic algorithms can cope with this challenge. This paper proposes an 
enhancement of the BSD algorithm named EBSD for handling constraints in engineering optimization problems. 
In the EBSD, the trial pattern vector is improved, and the Chebyshev chaotic map is used to increase the diversity 
of the population. The experimental evaluation was designed to assess the EBSD and compare its results in solving 
constrained engineering optimization problems with the state-of-the-art algorithms. The experiments are conducted 
by four constrained engineering design optimization problems, including pressure vessel, welded beam, 
tension/compression spring, and three-bar truss with various constraints. The experimental results proved that the 
EBSD algorithm is superior to competitors in this paper to solve these constrained problems. 
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